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Abstract

A novel experiment-driven modelling and simulation approach is pro-
posed to study the formation of intergranular stresses and plastic strains
during laser scanning of additively manufactured 316L stainless steel. Re-
cently, laser scanning experiments had been performed using a unique cou-
pling between a continuous-wave laser and a scanning electron microscope.
These experiments form the basis for the development of a thermo-elasto-
viscoplastic polycrystal model endowed with the minimum necessary physics
of the problem in order to facilitate simulating sufficiently large domains to
obtain reasonable stress magnitudes. The case of a single laser line scan
performed in vacuum is analyzed in detail. Polar dislocation density mag-
nitudes and distribution predicted from the simulation are compared with
those measured experimentally. Results reveal that for 93% of the grains
in the lasered zone, a statistical measure of the predicted polar dislocation
density (Nye’s) tensor lies within a factor of 2 (higher or lower) of the exper-
imental one; this result sets a benchmark for future experiment-simulation
comparisons. Subsequent investigation studies the origin of the local resid-
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ual stresses and plastic strains. On the lasered surface, the grain surface-
averaged normal residual stress component and plastic strain component
along the scan direction reaches a value ~ 1.7 GPa and 0.04, respectively.
The contribution of elastic anisotropy, plastic heterogeneity and strengthen-
ing due to microstructure refinement after laser scanning on the formation
of stresses and plastic strains is studied in detail.

Keywords: Crystal plasticity, 3D printing, dislocations, finite elements,
modelling

1. Introduction

Metal additive manufacturing (AM) involves heat-matter interactions
that result in strong thermal gradients and high heating/cooling rates. These
give rise to large thermomechanical driving forces resulting in significant mi-
crostructure evolution and formation of heterogeneous intergranular resid-
ual stresses and plastic strains. The as-built microstructure and the residual
stresses together determine the subsequent mechanical response and struc-
tural integrity [1]. Local (intergranular) residual stress concentrations gen-
erated during fabrication can result in local damage and crack nucleation
eventually resulting in failure either during AM or under service conditions
[2, 3]. It is therefore crucial to understand the generation and evolution
of intergranular stress and plastic strains. Furthermore, this understanding
can open new pathways to optimize process parameters to generate a desired
state of residual stresses for as-built parts.

Probing their evolution locally is very challenging, especially during AM.
A comprehensive understanding of these evolutions necessitates a combi-
nation of state-of-the-art microstructure characterization techniques e.g.,
scanning electron microscopy (SEM), synchrotron X-ray diffraction, etc.,
together with polycrystalline thermomechanical simulations. However, a
one-to-one comparison between experiments and simulations i.e., obtain-
ing initial and boundary conditions as well as microstructural input from
experiments and comparing predictions against measurements, is critically
lacking.

One of the main reasons for this lack is the difficulty involved in extract-
ing the initial and final states of the microstructure necessary to perform
a one-to-one comparison. For polycrystalline models, microstructure input
and final state for comparison are predominantly obtained from scanning
electron microscopy (SEM) measurements. However, it is impractical to



perform AM inside electron microscopes simply due to the inevitable con-
tamination from feedstock addition that would critically damage the micro-
scopes. It is also very difficult to reliably extract microstructure information
using SEM from the same locations before and after an ez situ fabrication
due to surface modification caused during AM.

A way around this problem is to perform laser scanning inside SEM mi-
croscopes without the addition of material. For this purpose, Santos Macias
et al. [4] recently developed a unique coupling between a continuous-wave
(CW) laser and an SEM microscope (Figure 1a), henceforth denominated
as CW Laser-SEM [4]. This device allows performing laser scanning in a
controlled environment (e.g., secondary vacuum or stationary inert gas to
prevent oxidation) as well as microstructure characterization before and after
laser scanning without the need to re-polish samples in between measure-
ments. Therefore, in comparison to an AM process, laser scanning inside
the CW Laser-SEM offers more control over initial and boundary conditions
of the problem and provides microstructural input as well as post-laser scan
data for a one-to-one comparison with polycrystalline simulations.

In a recent study using this device, Santos Macias et al. [4] performed
single-pass and multi-pass laser scans inside the SEM under secondary vac-
uum on additively manufactured 316L stainless steel. They compared elec-
tron backscatter diffraction (EBSD) images taken before and after laser scan-
ning to precisely track the microstructural changes brought about by laser
scanning. For all the laser scans that caused local melting, the subsequent
analysis revealed a significant refinement of the Cr-Mo cellular segregation
structures, and thus a higher yield strength, with respect to the surrounding
as-built material. The experiment also revealed the formation of geometri-
cally necessary dislocations indicating the occurrence of plastic deformation
during rapid cooling. However, in that study [4], it was not possible to gain
insight into the formation and evolution of intergranular stresses and strains
and the contributions of microstructure refinement, elastic anisotropy and
plastic heterogeneity on residual stresses and plastic strains, which requires
performing simulations.

On the polycrystalline thermomechanical simulation front, significant
progress has already been made in the context of studying microstructure
evolution during metal AM. Lindroos et al. [5] proposed a small deformation
based mechanical model to simulate the formation of residual stresses due
to elastic, thermal and plastic deformation including solid-state phase trans-
formations occurring during laser powder bed fusion of an H13 tool steel;
the temperature evolution was approximated using the Rosenthal solution
[6]. Meanwhile, Grilli et al. [7] proposed a finite deformation based ther-



momechanical polycrystal model coupled with a thermal fluid flow model
and a phase-field based grain growth (solidification) model. This model was
used by Hu et al. [8] to simulate the residual stresses and plastic defor-
mation generated due to the cooling down of the melt during laser powder
bed fusion of 316L stainless steel. More recently, Hu et al. [9] extended the
mechanical part of the aforementioned model [7, 8] to incorporate disloca-
tion density based hardening laws to study dislocation structure formation
during laser powder bed fusion. Meanwhile, Kuna et al. [10] have developed
a coupled cellular automata based solidification model coupled with finite
deformation-based weakly coupled thermomechanical model for polycrys-
tals to also study residual stress formation during laser powder bed fusion
of 316L. Among all the aforementioned studies, only Kuna et al. [10] have
compared their simulation predictions with statistical data from electron
backscatter diffraction (EBSD) imaging; however, the simulated and exper-
imental microstructures were compared from a statistical standpoint and a
one-to-one comparison was impossible.

In light of the above, the aim of this work is to put together a polycrys-
talline thermomechanical model that has all the ingredients necessary (i) to
operate at the polycrystal level, (ii) to take microstructural input from the
CW laser-SEM experiments and reproduce the thermomechanical boundary
conditions, and (iii) to perform laser scanning simulations and compare its
predictions directly with the EBSD measurements after laser scanning. To
that end, a thermo-elasto-viscoplastic (TEVP) model is constructed in a
small deformation setting using an isotropic hardening law and numerically
implemented in a finite element (FE) framework. This model is designed
to capture the physics necessary to predict the TEVP response everywhere
outside the melt pool i.e., after solidification but without modelling melt
pool dynamics and grain growth. The emphasis is on simulating a domain
that is sufficiently large such that any further increase in domain size would
not affect the stress state in the vicinity of the laser scan track and capturing
the strengthening effect due to Cr-Mo cellular structure refinement. In or-
der to prevent an impractical computational cost and to test the domain of
applicability of the simple model, complex kinetic laws such as dislocation
density based hardening or coupling with thermo-fluid dynamics or solid-
ification models are not performed. Instead, the final microstructure i.e.,
after laser scanning, is used as microstructural input for simulations in or-
der to simulate the correct grain shapes. This TEVP-FE model is applied
to simulate one of the laser scans performed in [4] and the predicted polar
dislocation density is compared with measurements.

The structure of this article is as follows: Section 2 briefly recalls the
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CW Laser-SEM setup, material, laser scanning parameters and some results
presented in [4] that are useful for this work. Section 3 introduces the TEVP
theory along with its FE implementation. Section 4 is dedicated to setting
up the simulation using microstructure input from experiments and repro-
ducing the experimental initial and boundary conditions. Special attention
is paid to the laser scanning parameters, microstructure (grain morphology
and crystallographic orientations), temperature-dependent material parame-
ters, initial and boundary conditions, and the role of melting in determining
plastic strain history, stresses and thermal strains. In section 5, first the
simulation predictions are compared against experimentally measured po-
lar dislocation density (Nye’s) tensor, which is a measure for geometrically
necessary dislocations. Following the comparison, the time evolution of the
stresses and the plastic strains as well as their distributions in the residual
state are examined. In addition, the role of the strengthening effect due to
microstructure refinement in the lasered zone on the residual stresses and
plastic strains is studied along with the contributions of elastic anisotropy
and plastic heterogeneity of the polycrystalline 316L. Section 6 discusses
the results in the context of existing literature and provides a roadmap for
enhancing the model and improving the synergy with experiments. The
conclusions of this study are presented in section 7.

2. Materials and experimental procedure

2.1. Material, sample and microstructure characterization before laser scan-
ning

The material and samples are the same as those used in [4] and they are
briefly recalled here.

The base material is an additively manufactured 316L stainless steel
that had been built using the laser-based direct energy deposition (L-DED)
process using a powder feedstock. The 316L powder had been produced
from a wrought alloy with the following composition (wt%): Fe-17.34Cr-
12.55Ni-2.34Mo-1.40Mn-0.495i-0.01P with C < 0.10, S < 0.1 and O < 0.05,
via the inert gas atomization process by Oerlikon AG in Germany; during
the atomization process up to 0.05wt% O could be added into the powder.
Granulometry had revealed the powder size range to be between 45 pm and
90 pm. A thin-wall shaped sample of size 100 mm x 12 mm X 0.7 mm had
been built via the L-DED process using a single-pass-per-layer bidirectional
printing strategy with the help of a BeAM Mobile machine. The L-DED
process parameters were: 250 W power, 2000 mm/s scan speed, and 6.8



g/min powder flow rate. The manufactured samples had an average layer
thickness of ~ 0.2 mm.

A test specimen of dimensions 15 x 12 x 0.7 mm? had been cut from the
center of the wall. Its surface had been polished first with silicon carbide pa-
per (320, 600, 1200, 2400, and 4000 grit) followed by polishing with 3 pm and
1pm diamond paste and alumina suspension rated OP-A (Struers S.A.S.,
France) until mirror finish. EBSD measurement had been performed at the
same location on the polished and electrochemically etched (using 10%vol.
oxalic acid aqueous solution) sample with a step size of 1 um prior to laser
scanning, which is shown in Figure 1b.

2.2. CW Laser-SEM coupling

The post-build laser scanning experiments on the as-built 316L test spec-
imen are performed using the recently designed CW Laser-SEM system
[4, 11] (Figure 1a). The CW laser used is a SPI QUBE 200 W air-cooled
fiber laser (Industrial Laser Systems, France) with 1070 nm wavelength. It
has been coupled with a FEI Quanta 600 environmental scanning electron
microscope (SEM). The CW laser has the following characteristics: Power
24 - 209 W, scan speed 0.01 - 20000 mm/s, spot size 45 - 500 pm, and
2-dimensional (2D) scan strategies. The spot size is regulated using the
Scanlab varioscande20i type 133 (optical z). 2D scanning is possible on a
relatively large area (100 x 100 mm?) using the equipped Scanlab intelliscan
IIT 20 scanner. The full range of characterization with an SEM is accessible
including secondary electron, backscatter electron, and EBSD imaging ca-
pabilities. Laser power and laser spot sizes as a function of optical z were
calibrated using the Gentec UP55N-40S-H9-DO calorimeter and the femto
easy BP 13.9 beam profiler. Further details on the CW Laser-SEM can be
found in [4].

2.8. Post-process laser scanning and microstructure characterization

After the initial EBSD scan (Figure 1b), the sample had been subjected
to five single-pass laser scans in vacuum along the building direction of the
thin walls [4]. For each of these scans, the laser spot size (60 pm) and power
(24 W) had been kept constant and the velocity was varied: 50 mm/s, 100
mm/s, 250 mm/s, 500 mm/s and 1000 mm/s. The scans had been spaced
at a distance of ~1 mm from each other so that they do not influence each
other, and a dwell time of 30 s had been inserted between each scan to allow
the sample to cool down to room temperature prior to the next scan.

The line scan of main interest to this work is the one that had been
performed at 500 mm/s. EBSD imaging had also been performed after laser
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Figure 1: SEM characterization before and after laser scanning inside an SEM of an ad-
ditively manufactured 316L. EBSD images using IPF z coloring taken (a) before and (b)
after laser scanning at 500 mm/s. The dotted white lines in (b) demarcate the melted
zone (MZ). (c) Backscatter electron (BSE) image along the cross-section after laser scan-
ning shows the cellular microstructure refinement (Cr-Mo microsegregation cells appear
in white) due to laser scanning and the measured melt pool dimensions. Images have been
adapted from [4]. Note that ATEX [12] was used to interpolate data to non-indexed pixels
of the EBSD images.

scanning with step sizes of 0.5pm and 3pum. Figure lc adapted from [4]
shows the EBSD image at a step size of 0.5 pm taken after laser scanning
from the same region as the one in Figure 1b. Due to an improved surface
finish after lasering, the sample did not require any preparation for the
second EBSD scan. As noted in [4], this laser scanning caused conduction



mode melting along the scan track and solidification at a very high cooling
rate resulting in an intragranular solute segregation cell structure in the
melted zone (MZ) that is an order of magnitude smaller than the one in
the as-built zone (see Figure 1d); the as-built 316L exhibits Cr-Mo solute
segregation cells of size ~2.2pm and the MZ exhibits solute segregation
cells of size ~0.3 um. The laser tracks did not show any signs of hot tearing.
Other slower line scans result in similar features and cellular structure sizes
but they are not studied in this work due to the impractical computational
cost. Meanwhile, the 1000 mm/s line scan is not studied because it does not
result in any melting [4], which is of main interest in this work.

This solute segregation structure refinement causes the MZ to exhibit
a significantly higher strength than the as-built material [4] and the role
of this strength increase is accounted during the fitting of the hardening
parameters in section 4.2.

2.4. Partial Nye’s tensor

An approximate polar dislocation density tensor (cwxp) was calculated
from the EBSD map after lasering using the approach introduced in [13]:

Oexp = —V X g (1)

where g is the orientation matrix calculated from the Euler angles. This
computation was performed with the help of the ATEX software [12]. Note
that only 5 components of Nye’s tensor are accessible from 2D EBSD data
(a2, a3, @21, g3, ag3), and hence oy is a partial Nye’s tensor. These
components were not computed in [4] and they are presented for the first
time in section 5.1.

3. Thermo-elasto-viscoplastic finite element (TEVP-FE) model

The aim of this section is to put together the simplest TEVP model
at the polycrystal level that is capable of capturing the thermomechanics
(after solidification) of laser scanning described in section 2; melt pool dy-
namics and solidification have not been modelled. All material properties
entering the equations in this section are temperature dependent and their
expressions are given in section 4.1.

3.1. Kinematics

A simply connected body €2 is assumed to exist in a subset of Euclidean
point space equipped with a Cartesian reference frame. The total displace-
ment vector u and temperature 6 are the four degrees of freedom considered



in this body. A small deformation framework is assumed and the total
distortion U, defined as U = Vu, is additively decomposed into elastic

distortion U®¢, plastic distortion UP, and thermal strain €? as:

U=U°+U?+¢€’ (2)
The thermal strain €? is defined as:
e =970 (3)

where 47 is the second order tensor of coefficient of thermal expansion (for
316L stainless steel 4% = +%T where 4? is the coefficient of thermal expansion
and I is the second order identity tensor). Af = (6 — y) with 6y being the
reference temperature.

In a recent work, Lindroos et al. [14] discussed the role of solidification
strains during AM of 316L.

The elastic and plastic distortions are decomposed into symmetric (elas-
tic and plastic strains €%) and skew-symmetric (elastic and plastic rotations
w') parts as follows:

e =i+
2 (4)
W= §(Ui _ UiT)

with 7 = e, p.
The polar dislocation density (Nye’s) tensor is defined as [15] :

a::Ver:—vX(Up+59> (5)

where (V) is the curl operator.

However, a from equation (5) is not directly comparable to cexp from
equation (1) because the contribution of € is not considered in the latter.
To facilitate a comparison with aexp, the following entity is computed from
the simulations:

oge =V x w° (6)

3.2. Governing equations

The first governing equation of the TEVP model is the temperature
evolution equation obtained from the conservation of energy while neglecting
non-mechanical heat source terms and using the energetic constitutive laws
(for derivation refer to e.g., [16]):

pcs ==V -q—08: (6 —¢€P)+o: &P (7)



where (V-) is the divergence operator, ¢, is the specific heat of the material
at constant volume, p is the material density, g is the heat flux, B8 = C : 47
is the thermal moduli tensor and o is the Cauchy stress tensor.

The second governing equation of the TEVP model is the static equilib-
rium equation obtained from linear momentum conservation while neglecting
body forces and inertia:

V-o=0 (8)

3.8. Constitutive laws

Following [16], the Neumann-Duhamel’s constitutive relationship in ther-
moelasticity is used between the Cauchy stress o and &¢:

c=C:(e—eP)—BAOI=C:e° (9)

For the heat flux g, the well-known generalized Fourier law of heat con-
duction is chosen:
q:=—-K- Vb (10)

where K is the second-order thermal conductivity tensor dependent on tem-
perature.
For the viscoplastic strain rate, the following well known relationship is

chosen:
NSS

&P = sym(UP) = Zﬁs sym(m?) (11)
S
where the sum is over all the slip systems Ny for the given material phase,
4% is the plastic slip rate on each slip system s, which is a non-linear function
of o, and m? := b®* ® n® is the Schmid tensor for a slip system, with b* and
n® being the Burgers vector and the slip plane normal, respectively.

Both dislocation glide and climb can be active at high temperatures.
However, due to the rapid nature of the laser scanning, we posit that there is
insufficient time for dislocation climb to occur due to its diffusive nature; this
is also postulated in other works (see [9] and references therein). Therefore,
as a first approximation, we neglect its contribution and only take dislocation
glide into account. Then, ¥° is expressed using a power law relationship
[17, 18] as:

cS __ 8 |TS| " . s 12
V=W ) sign(r) (12)
C

where 7§ is the reference shear rate, 77 is the critical resolved shear stress
(CRSS), and n is the power law exponent for the slip system s.
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The evolution of 7 is governed by a Voce-type phenomenological isotropic
hardening law [19, 20]:
r)) (13)

where, T' = 375_ S N | Ayt is the accumulated shear at a material point
over time ¢, 7§ is the initial CRSS, ©f is the initial hardening rate, ©f is the
asymptotic hardening rate, and (7§ + 77) is the back extrapolated CRSS.
The increment in the 77 of slip system s is dependent on the shear
increment of other slip systems r i.e., Ay" and it is calculated as:

(,_)S
o =15+ (1 + 65 <1 —exp ( ‘72
1

Nss

s __ chs sr s
ATl = > hT|AY| (14)

T

where A®" is the hardening matrix.
The change in crystallographic orientation at a material point is taken
into account by considering the increment of lattice rotations [21] as:

g=g  R(Aw — AwP) (15)

where g' is the orientation matrix from the previous time step and R is
the orientation update function using the Euler-Rodrigues rotation equation
[22].

8.4. Initial and boundary conditions
The initial conditions of the problem are:

u =u(x,0) =ug vV € )

0 —0(@0) =0 VoeQ (16)

where ug is the initial displacement field and 6y is the initial temperature
field in €.

The boundary 9 of the domain can be divided into Dirichlet, Neumann,
and Robin conditions applied respectively on 0Qp, dQy, and 0Q2z. The
thermomechanical boundary conditions are specified on 92y and 952, as:

For energy conservation equation (7):

9(:13,75) = 9[) on 8QQ7D
qg-n =Qn on 9y N
q- 1) = h(9 - 90) on 899,}3 (17)
For momentum balance equation (8):
u(x,t) =wup on 082y, p
o-n =t on 092, N

11



where 6p is the applied temperature on 9€2y p, @y is the imposed heat flux

on Qg n, h is the coefficient of convective heat transfer on 9 r, up is the

prescribed displacement on 0%, p, and tp is the applied traction on 92, n.
The different portions of the surface respect the following conditions:

aQQ7D @] 8Q97N U 89973 = 0y

8QU7D U 6QU,N = 0, 89971) N 8Q9,N =0 (18)
8QU7D N 8QU,N =0 8QQ7D N anﬂ =0
8997]\7 N 8(2973 =0

3.5. Weak formulation

Using the method of lines approach and applying a semi-implicit time
integration scheme for # in equation (7), we obtain the following weak for-
mulation:

—_ O\ . ~ ~
,ocv/ (9 dte >9da:—/q~V9d:U—/Q§\40dx
Q Q Q

—/ QN éds+/ h(0 — 6)0ds = 0
g N

0. R

(19)

where 6 is at the current time step, superscript ¢ indicates quantities at the
previous time step, 0 is the test function, dt is the time increment, Q%, =
ol : Pt —03 : (¢! —eP?) is the mechanical heat source term computed using
quantities from the previous time step. Preliminary laser scanning studies
showed that radiation heat loss has a negligible contribution to temperature
change and hence it is disregarded here, which also makes equation (19)
linear in # and simpler to solve.

The static equilibrium equation along with the traction boundary con-
dition yields the following weak form:

/ t'ﬂds—/a':Vﬁd:cho (20)
O N Q

where 4 is the displacement test function.

3.6. Finite element (FE) implementation and algorithm

The TEVP problem is solved using a staggered approach in a FE frame-
work. First, equation (19) is solved using a linear solver to obtain the
temperature at the current time step followed by equation (20) to obtain
the displacements. Due to the non-linearity in equation (20), a Newton-
Raphson solver is used to solve the weak form of the governing equation,
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and a second Newton-Raphson solver is used to compute the increments of
internal state variables and consistent tangent operator (Jo/0e) by solv-
ing the viscoplastic constitutive equation (11). The scheme is presented in
Algorithm A.1 in the appendix.

The weak forms of the governing equations were numerically imple-
mented in the open source FE library FEniCS [23] using its Python interface.
The constitutive laws were implemented in MFront [24] and coupled with
FEniCS using the MGIS library [25]. Simulations are performed using the
Algebraic MultiGrid (AMG) preconditioners and the generalized minimal
residual method (GMRES) iterative solver. In addition, if the Newton-
Raphson solvers are unable to converge, a time-stepping criterion is imple-
mented where the current time-step is divided by 2. However, if the time
step is divided by more than 16 times the initial time step, then the simu-
lation stops with a runtime error message.

4. Simulation setup

4.1. Temperature-dependent material properties

The elastic stiffness tensor is assumed to have a linear dependence on
temperature [8] and this dependence is extrapolated up to the solidus tem-
perature to get the following relationship in Voigt notation:

d(CZ-j
dé

Cij(0) = Ci;(0o) + —-=(6 — bo) (21)
where % are constants and ¢, 7 = 1 — 6. The fitted parameters in equation
(21) are shown in Table 1.

The temperature dependent evolutions of p, ¢,, 79 and K for 316L are
obtained from [26]:

p() =8084.2 —0.42086 x § — 3.8942 x 107> x 62 kg/m?
cy(f) = 458.985 + 0.13280016 x 6 J/kgK
(0) =9.248+1.571 x 1072 x 0 W/mK
Y9(0) =1.786 x 1077 +2.398 x 1079 x 0 +3.269 x 10713 x 42 K~!
(22)

4.2. Fitting viscoplastic law and Voce hardening parameters

As mentioned in section 3.3, only dislocation glide is considered on the
12 {111}(110) slip systems of the face centered cubic (austenitic) 316L.
The reference shear rate ¥y is assumed to be constant at 1 s~!. Both self
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(diagonal) and latent (off-diagonal) hardening components are set to 1 in
the matrix h*" (equation 14). The remainder of the viscoplastic law and
Voce hardening parameters are fitted.

Fitting them requires stress-strain curves at different temperatures and
at different strain-rates that are encountered during the rapid cooling that
occurs in the wake of the laser scanning. Generating a reliable dataset to
fit the hardening law parameters is impractical because one would need
to perform hundreds of tests that encompass different temperatures (in the
interval between room temperature and solidus), strain rates (corresponding
to the cooling rates encountered), repeatability (at least three tests per
strain rate and temperature) and two sets of samples (as-built and as-built
+ lasered). In lieu of these tests, the following strategy has been adopted
in this work: (i) Use a temperature dependent expression for n obtained
from the literature. (ii) Using the n obtained at room temperature from
this formula, fit the Voce hardening parameters to obtain the stress-strain
behavior at room temperature for the as-built and lasered samples studied
in this work. (iii) Source experimental stress-strain curves for 316L obtained
under quasi-static loading from existing literature, and use them to extract
the evolution of the Voce hardening parameters as a function of temperature.
(iv) Assume that the formula for n and the extracted evolution trend of the
Voce hardening parameters as a function of temperature are applicable to
the samples studied in this work.

A temperature-dependent power law exponent (n) formulated for FCC
polycrystals by Cyr et al., [27] based on the kinetic model of Kocks [28] is

chosen:
n(6) = bis/1es % (g — 1) (23)

9kpo

where bp is the Burgers vector magnitude, 7y = C44(0)+3 (C12(0) — C11(0))
and 1y = Cy4(0) are parameters related to the stiffness, and kp is the Boltz-
mann constant. The evolution of n is plotted as a function of § in Figure
2a. Another curve based on the same formula can be obtained from fitting
the stress-strain curves from compression experiments for hot-rolled and
annealed 316L at different temperatures performed by Puchi Cabrera [29)].
However, the former curve (from [27]) is chosen for this work because com-
parative studies have demonstrated that AM 316L is proportionally more
rate sensitive than conventionally manufactured 316L [30, 31] and this curve
has a more appropriate fit. The values of bg, kg and 6y are also listed in
Table 1. These values help satisfy the condition n > 1, (for 0 < Osolidus)s
which is necessary for numerical stability [32].
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Romet 20000 W /m?K
Bmet.y 20000 W/m?K
Ci1 204.6 x 103 MPa | hpet,» 300000 W/m?K
Cio 137.7 x 103> MPa | 6y 300 K
Cus 126.2 x 10> MPa | Rpeam 30 pm
dCyy/db —90.33 MPa | Pyeam 24 W
dCy2/d0 —45.10 MPa | Npeam 0.3 (-)
dCyy/db —51.78 MPa | bp 248 x 1077 mm
Ky 1.381 x 10723 J/K
qd 107% (-)
As-built zone M7
T0,AS 200 MPa TO,RF 520 MPa
T1,A8 90 MPa | 19 rF 10 MPa
@07,43 467 MPa @O,RF —25 MPa
O1,45 135 MPa | O¢ rr —165 MPa

Table 1: Material parameter (from [7]) and Voce parameter fits at 300 K (see Figure S1)
for the as-built material and the MZ along with thermal boundary condition parameters
from equation (17).

According to the laser scanning results presented in [4], the resolidified
material in the laser-scanned zone has higher strength than the as-built
material. This higher strength is attributed to the refinement of the Cr-Mo
microsegregations in the MZ after laser scanning, which can be evidenced
from Figure 1d. This strength difference is captured by separate fits of the
Voce hardening parameters in the MZ and the as-built zone.

In order to fit the parameters for both zones, the experimental data from
[4] were used. Two dogbone samples had been prepared in [4]. The first sam-
ple was produced from a polished as-built material while the second sample
was procured from as-built and laser scanned material. The laser scanning
was performed using a multi-pass back-and-forth strategy with 35 W laser
power, 50 mm/s scan speed, 60 pm spot size and 50% overlap between con-
secutive scans i.e., 30 pm hatch spacing. The MZ volume fraction was found
to be 0.08. The two samples had been subjected to uniaxial tension under
a constant strain rate of 0.00025/s to acquire their respective stress-strain
behaviors shown in Figure S1 adapted from [4].

The parameter fitting was undertaken in two stages and expedited by
using the elasto-viscoplastic fast Fourier transform (EVP-FFT) numerical
model used in [33] that employs identical isothermal elastic and viscoplastic
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laws used in this work. In the first stage, a voxelized microstructure was
created using the grain-averaged orientations acquired from the EBSD scan
of the as-built sample. These data were used to fit the Voce parameters of
the as-built zone using the EVP-FFT model.

In the second stage, a sandwiched voxelized microstructure was cre-
ated with 92% as-built material and 8% MZ. The refined material’s grain-
averaged orientations for the MZ were acquired from the EBSD scan of the
lasered sample. The as-built Voce hardening parameters were taken from
the first stage, while those of the MZ were fitted using EVP-FFT simula-
tions. The two fits are shown in Figure S1. The final fitted parameters for
the as-built zone and the MZ at 300 K are listed in Table 1.

Note that the aforementioned multi-pass scanning (35 W, 50 mm/s,
60 pm) uses a different set of lasering parameters from the single line scan
(24 W, 500mm/s, 60 pm) case studied in this work. However, backscat-
ter electron imaging has revealed that both result in similar-sized Cr-Mo
microsegregations in the MZ (see Figure S2). As the strengthening of the
resolidified zone is attributed to the refinement of Cr-Mo cellular microstruc-
ture refinement, the resulting material strength is assumed to be equivalent
for both cases.

(a) (b)

40 T 1 =
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| | I — = | | ———
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Figure 2: (a) Power law exponent n from [29] and [27] plotted as a function of 6. The
orange solid curve is used in this work. (b) Multiplication factor () for the Voce param-
eters plotted as a function of # using the data obtained from [34].

The stress-strain behavior of both the as-built and the MZ material de-
grades with increasing temperature. To account for this change, the Voce
parameters for both zones were assumed to follow the same proportional
degradation trend as that of the 316L studied in [34], leading to the fitted
temperature-dependent multiplication factors p(#) shown in equations (A1l-
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A4) and plotted in Figure 2. These factors, fir,(0), pr (0), pe,(6) and pe, (0)
are multiplied with their corresponding hardening parameters at room tem-
perature (300 K) to acquire the temperature dependency. At solidus (1673
K), the hardening parameters had to be set to (79, 71,00,01) = (7, 5, 0, 0)
MPa to guarantee convergence of the numerical scheme.

4.3. modelling the melt-pool and the post-melt zones

A mesh element is considered to be molten when all of its nodal tem-
peratures are greater than or equal to the solidus (1673 K for 316L). The
melt pool is a collection of all such elements in the mesh. Within a molten
element, the plastic strain and cumulative slip history are erased, while the
elastic stiffness tensor is reduced by three orders of magnitude (gg = 1073)
[7] to simulate the loss of stiffness due to melting such that:

C(0) = ga Cij(0) (24)

Due to this reduction in stiffness, the stresses in the melt pool become
negligibly small.

To account for material contraction during cooldown, the reference tem-
perature of any element that reaches the solidus is changed from room tem-
perature to the solidus for thermal strain calculations such that:

89 - 79 (9 - Hsolidus) (25)

To account for microstructure refinement in the MZ, the hardening pa-
rameters of the MZ (Table 1) are assigned to any element that exits the
melt pool i.e., the temperature of at least one node of the element decreases
below solidus.

Note that the mushy zone is not specifically treated in this work. Track-
ing the solidus and liquidus would require a much finer mesh in the melt
pool than the one used in this work (see section 4.4), incurring a significantly
higher computational cost that would make this simulation impractical. Fur-
thermore, a kinetic model approximating the fraction of solid and liquid in
the mushy zone is also not used in our formulation. Finally, the contribution
of solidification/shrinkage strain is neglected in this work and the reasons
are presented in section 6.6.

4.4. Microstructure, mesh generation and space discretization

A 3D microstructure mesh generated by extruding the 2D EBSD map
of the laser scanned microstructure is chosen in this study to facilitate a
one-to-one comparison between the 2D EBSD measurements and simulation
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predictions; a detailed discussion on this choice is provided in section 6.1.
Indeed, this procedure only allows to correctly capture the top surface of
the experimentally measured microstructure. Nevertheless, as shall be seen
in section 5.1, the simulations are able to provide a satisfactory match for
the polar dislocation density on a statistical level.

The following procedure was used to generate the mesh. 2D EBSD
data after the laser scanning was first processed using ATEX [12] for noise
and spike reduction to acquire the grain averaged orientation map and grain
position data. Since grain growth during solidification is not modeled in this
work, the only way to account for the final grain structure is to use the EBSD
data after laser scanning. A grain boundary misorientation tolerance of 5°
was used to distinguish between grains. A domain of size (400 pm x 400 pm)
is chosen to accommodate at least 2 layers of the as-built wall. Grain position
data are then used to create an initial tetrahedral mesh using Voxel2Tet [35],
which was then extruded to obtain a 2D columnar microstructure. This
mesh was refined along the laser track region, and at grain boundaries, and
then coarsened towards the grain centroids using MMG3D [36] to get the
final mesh. Mesh convergence analysis revealed that a mesh refinement of
2.51m and a transitional size gradation of 2 was necessary for accuracy.

A mesh was generated using this approach for the 500 mm/s laser scan
track. Simulated microstructures with two depths were analyzed, 50 pm and
100 pm, and the corresponding number of elements in the mesh were 2176649
and 5327879, respectively. With these numbers of elements, the simulations
required ~14 days and ~64 days, respectively, for completion with 10 nodes
of 40 cores each and using a time step of 1076 s (section 4.7) on the Cholesky
high-performance computing cluster (Ecole Polytechnique, France). Due to
limited availability of computational resources, running multiple 100 pm-
depth simulations is impractical and some compromises have to be made.
Beyond 50 pm, the depth does not play an important role in the formation
of surface polar dislocation densities (section 5.1). However, until 100 pm,
the simulated domain depth plays a role in the formation of residual stresses
in the heat-affected zone. Therefore, the results presented in section 5 are
those from the simulations performed using 100 pm-depth microstructure
but other simulations performed for understanding the factors influencing
residual state in section 5.6 have been carried out using 50 pm-depth mi-
crostructures. Figure 3a shows the final mesh for the 100 pm-depth mi-
crostructure.

The FE simulations have been performed with temperature and displace-
ment fields approximated using polynomials of degrees 1 and 2, respectively,
as a trade-off between computational cost and accuracy. Integration is per-
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formed using a Gaussian quadrature of the same degree as the polynomials.

4.5. Initial conditions

In order to have a one-to-one comparison of the evolution the initial grain
orientations i.e., Euler angles, were projected from the EBSD measurements
of the post laser scanned sample onto the generated microstructure mesh.
Once projected, the bunge convention Euler angles were used to generate
the orientation tensor (g.-i(x)) for each element in the mesh; all material
points within an element were assigned the same goi():

gom'(m) = g($7¢17(1)7¢2) (26)

Furthermore, as a first approximation, the initial field variables (u, @)
were assumed to be unperturbed:

u(x,0) =(0,0,0) mm Vo € Q (27)
6(z,0) = 300 K Vz € Q

4.6. Boundary conditions

Since the microstructure of the meshed domain is only a small por-
tion of the microstructure in a significantly larger experimental domain, the
thermomechanical boundary conditions are chosen to mimic the presence
of material beyond the bounds of the meshed domain. For the mechanical
boundary conditions, on the surfaces £ =0, * = Tyaz, ¥ = 0, ¥ = Ypmaz and
z = 0, the normal components of the displacement field are set to zero and
the complementary in-plane traction vector components are set to zero. On
the surface z = 242, a traction-free boundary condition is enforced. For
the thermal boundary condition, conduction is mimicked on the surfaces
=0, T=2Tmaz, Yy =0, Y = Ymaz, and z = 0, with the help of a convective
heat transfer boundary condition. The coefficients hyet,zs Amet,y and Rimet, -
in equation (19) are fitted (Table 1) to generate a temperature profile that
approximately captures the width and depth of the melt pool obtained from
backscatter electron images (Figure 1d) of the single pass laser-scanned cross
sections from [4]. The predicted melt pool depth and width are shown in
Figure S3.

Since the laser scanning has been performed in secondary vacuum, con-
vective heat losses are not considered on the surface z = z,4:. However,
this surface is subjected to a Gaussian laser heat flux of the form:
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Figure 3: Setup for laser scanning simulations. (a) Final mesh for the 500 mm/s laser
scan simulation with a microstructure of depth 100 pm. (b) Thermomechanical boundary
conditions on each of the six surfaces of the microstructure. The grains in (b) are color-
coded using the first Bunge Euler angle. The translucent plane contains the z direction
and the center line of the laser scan track in the x — y plane.



where Npeqm is the absorptivity, Ppeam is the laser beam power, Rpeqm is the
radius of the beam spot, x is a point in the mesh, and @.(¢) is the position of
the center of the moving laser beam. The laser scanning is simulated in such
a way that when the center of the Gaussian heat source leaves the domain,
it is not switched off in order to capture the temperature field when the
laser is far away from the simulated domain. Figure 3b shows a schematic
diagram of the applied boundary conditions over the domain.

To eliminate the influence of proximity to the domain boundaries that
result in undesirable effects, a preliminary laser scanning simulation was
completed assuming a single crystal microstructure. Analyzing the distribu-
tion of residual stresses and plastic strains, a region within 35 pm from both
boundaries along the laser scan direction (y) is found to be influenced by the
proximity to the simulated domain boundary. Consequently, the analysis is
performed in a reduced region of 400 pm x 330 pm x 100 pm (demarcated by
white dotted lines in Fig. 3a) to neglect boundary effects.

4.7. Time step

Finally, a time step convergence study was undertaken where laser scan-
ning on a single crystal domain with a smaller mesh were performed, but
the refinement and gradation were kept the same as those used in Figure
3a. The solutions were found to converge with the time step 1076 s.

The total simulation time is 0.005 s. The laser exits the domain after
0.001 s. The simulation is stopped when the temperature in the entire
domain reaches 300 K and the stress rate drops below 0.5 MPa/us (104
times the peak stress rate during laser scanning), which takes 0.004 s.

5. Results

All the simulation results presented in this section are obtained from the
simulated microstructure with 100 pm depth. The simulation videos have
been provided as supplementary material.

5.1. Local and statistical comparison between simulations and experiments

The Frobenius norms of aeyp, (equation 1) computed from EBSD data
with step sizes 0.5pum and 3.0pum, aye (equation 6) and a (equation 5)
are compared in Figure 4. The polar densities obtained with step sizes
of 0.5pm and 3.0 um are very different in magnitude and concentrations.
Therefore, only the 0.5 pm step size data is considered below. Meanwhile,
both a and a,e result in nearly the same response, which indicates that the
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Figure 4: The TEVP-FE simulation predicted polar dislocation density in the MZ in
comparison with the experimentally measured ones. To facilitate this comparison, the
Frobenius norms of aexp (equation 1) computed from EBSD data with step sizes 0.5 pm
and 3.0 pm, owe (equation 6) and o (equation 5) for the 500 mm/s laser scan using
the 100 pm-depth microstructure are computed and compared. The contour plot color
scheme has been capped at 20 mm ™" to facilitate a qualitative comparison. A quantitative
comparison is presented in Figure 5.

contribution of heterogeneously distributed w® (due to plastic deformation)
to « is significantly more important than that of €.

Due to the experimental errors, model assumptions and interpolations
to compare data (appendix A.4), a reasonably good match is obtained but
only at some locations between the experimental (with 0.5 pm step size) and
simulated polar dislocation densities. A high concentration of |||/ can be
observed all along the edges of the MZ in the experimental measurements,
indicating that there is a significant concentration of plastic deformation
along these edges. Importantly, this density concentration is well captured
by the simulations; this shall become evident in section 5.2. Furthermore,
the model-predicted densities exhibit a heterogeneous distribution not only
at the grain boundaries but also inside the grains.
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Figure 5: Histogram of the ratio of the Frobenius norms of the grain surface-averaged c.e
and aexp for all the grains along the MZ.

However, at most locations within the MZ, simulations do not correctly
capture the localization and a pointwise quantitative comparison with mea-
sured densities would yield significant differences. However, a more reason-
able comparison can be performed after a judicious statistical averaging of
the polar densities. To that end, the ratio of the Frobenius norms (equation
Ab5) of the grain surface-averaged partial polar dislocation density predicted
by the model and the ones experimentally measured are plotted in Figure 5;
the grain surface averaging is performed after computing the Frobenius norm
and using all the elements/pixels belonging to a grain on the top surface of
the domain along the MZ; see Appendix A.4 for more details.

There are 41 grains in the studied portion of the MZ. For all the grains,
the ratio ||al| 7 /||cexpl F falls between 0.3 and 2.2. Furthermore, for 38
grains, this ratio is between 0.5 and 2, and for 12 grains, it is between 0.9
and 1.1. Therefore, the simulation predicted densities have a much better
quantitative match with the experimental densities from a grain surface-
average standpoint than from a local standpoint.

In what follows, the results on the stress and plastic strain evolution
during scanning will be presented from a qualitative standpoint with the help
of contour plots; this analysis will help understand the extent to which the
stresses and plastic strains propagate into the domain. Then, a quantitative
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analysis is performed either for the grain surface-averaged values in the
residual state or from a local standpoint in comparison to other simulations.

5.2. Temperature and thermal strain evolution

Mid laser scan Post laser scan Residual state

Figure 6: Temperature and thermal strain evolution and determining MZ, HAZ and NPZ.
Top and cross sectional views (according to Figure 3) of the temperature and thermal
strain components it = zz, yy, or zz when the laser is midway during scanning (Mid
laser scan), just left the domain at the bottom (Post laser scan) and at the end of the
simulation (Residual state) are shown. The dotted white lines demarcates the MZ. The
solid white lines bound the HAZ during scanning. The dotted-dashed yellow line in the
residual state maps demarcate the region where the temperature reached as high as 400
K during laser scanning i.e., the largest extent of the HAZ. One scale is used for all the
top view and another one for all the cross-sectional view plots. Both scales are shown in
the top left image set.

Snapshots of the temperature and thermal strain evolution at different
time steps: (i) when the laser is nearly at the middle of the domain, (ii)
when the laser has just left the domain, and (iii) in the residual state when
the temperature in the domain has reduced to the reference temperature,

are shown in Figure 6. Negative thermal strain components ¢?_, ¢/ and
0

zzr Syy
€%, are generated according to equation (25) in the wake of the melt pool

i.e., in the MZ (Figure 6). The MZ is surrounded by the heat affected zone
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(HAZ), which is defined as the region where 6 € [400 K, 1673 K); as shall
be seen in the following sections, plastic deformation is concentrated in the
HAZ. Furthermore, in the HAZ, 5%, 523/ and 522 are positive. The region
where 6 is less than 400 K is denoted as the negligible plasticity zone (NPZ)
where (as shall be seen in section 5.4) plastic strains of magnitudes less than
0.0001, and often equal to 0, occur. Note also that in the residual state, the
HAZ bounds the region where the nodal temperatures reached as high as
400 K during the entire laser scanning.

As the laser leaves the simulated microstructure and the temperature
reduces to room temperature, only the negative thermal strains remain in
the MZ; in the remainder of the microstructure, they reduce to zero. Note
that the thermal strain profile is not affected by the elastic and plastic
anisotropy and heterogeneity of the 316L polycrystal.

5.3. Stress evolution

According to equation (9) and the temperature gradient mechanism [37],
the MZ with its negative thermal strains should result in strong tensile in-
plane normal stress components on the traction-free (top) surface and un-
derneath it, which is indeed the case as seen for o,, and o, in Figure 7.
In addition, the portion of the HAZ with strongly positive thermal strains
occurring just ahead and on the sides of the melt pool results in strong com-
pressive stresses, which can also be deduced from equation (9). In the wake
of the melt pool, the HAZ also has positive thermal strains, but their mag-
nitudes are lower, whereas the magnitudes of the negative thermal strains
increase with the distance away from the melt pool. Consequently, the ten-
sile 04, and o0y, decrease in magnitude along x and z in the wake of the
melt pool and away from the MZ until zero 0,, and o, surfaces are formed
inside the HAZ. These surfaces start from the melt pool and extend in its
wake separating the strong tensile region from the compressive one. A sec-
ond set of zero 0., and oy, surfaces emerge in front of the compressive
region in the NPZ and extend in all directions of the domain. As the laser
continues scanning and leaves the simulated zone, the second set of zero
oze and oy, surfaces are swept away causing almost every material point
in the microstructure to experience an initial compression. However, this
is rapidly followed by the widening and deepening of the first zero o, and
oyy surfaces causing most material points in the top half of the simulated
domain to experience tensile 0., and oy, in the residual state.

Meanwhile, since the top surface has traction free boundary conditions,
0. (along with o,, and o,,) is zero on that surface. However, it is non-zero
underneath this surface, which can be deduced from equation (9). At the
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T Mid laser scan Post laser scan Residual state

Figure 7: Non-zero stress components (MPa) on the top and cross-sectional (from Figure
3b) surfaces at the mid laser scan, post laser scan and residual states defined in Figure 6.
The dotted-dashed yellow lines in the residual state maps demarcate the region where the
temperature reached as high as 400 K during laser scanning i.e., the largest extent of the
HAZ. Stress magnitudes in contour plots have been capped at 1.5 GPa for visualization.
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border between MZ and HAZ, a tensile 0., zone is generated that extends
deeper beyond the melt pool depth. Further below in the HAZ, however,
0,, 18 compressive and remains compressive until the bottom surface.

The shear stress 04, (= 0y, ) manifests on the top surface and the studied
cross-section but its highest magnitude is three times lower than that of o,
and oy,. Due to the laser passage, the material ahead of the melt pool is
pushed/dragged along the —y direction whereas the surrounding material
tends to resist this motion. As a consequence, a positive and negative o, is
generated in the HAZ behind the melt pool on its left and right, respectively.
However, the force exerted along y in the wake of the melt pool results in the
formation of negative and positive oy, in the vicinity of the left and right
boundaries, respectively, of the MZ. Meanwhile, ahead of the melt pool, in
the HAZ and the NPZ, negative and positive oy, is generated to the left and
right portions of the domain, respectively. In the HAZ and NPZ underneath
the melt pool, respectively, negative and positive oy, are generated.

Since t, = t, = 0 on the top and bottom surfaces, 0., (= 0.;) and oy,
(= 02y) are both equal to 0 on these surfaces. However, they evolve between
these surfaces. In the studied cross section, they tend to be generally positive
in the HAZ and zero or negative in the NPZ.

5.4. Plastic strain evolution

Interestingly, a strong positive €k, is generated starting at the interface
between the MZ and the HAZ and extending slightly into the HAZ from
the beginning of laser scanning until the residual state as seen in Figures 8
and 9. This high concentration zone is surrounded by a wider and deeper
negative eh, zone that manifests stronger in the HAZ than in the MZ. In
fact, the MZ ends up having negative €%, only in a small portion in the
vicinity at the end of the simulation. Meanwhile, e}, is positive inside the
MZ, zero at the interface between the MZ and the HAZ, and negative in
the HAZ along both z and z directions. Since plastic deformation does not
result in any volume change, the evolution of €2, is the same as —e}), — b,
as can be deduced from Figures 8. Since the concentrations of b, and egy
do not occur at the same locations in the domain, the highest magnitude
of €2, coincides with that of €b,. This high concentration of plastic strain
components at the border between MZ and HAZ is accompanied by a high
concentration of plastic rotations in the same region, which contributes to
the polar dislocation density concentrations shown in Figure 4.

Similar to o4y, alternating positive and negative (and vice versa) profile
of b, occurs in the HAZ to the left (and right) of the MZ. In the cross
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