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Abstract

Molecular dynamics (MD) methods are used to sample the time evolution of complex molec-
ular systems, namely the transition events between configuration states. When these states are
metastable, these transitions correspond to rare events and occur over very long-time scale, thus
rendering the use of MD methods inefficient.

The Parallel Replica algorithm, was designed to efficiently sample these rare events relying
on a parallelization in time computation of the trajectory. Its mathematical formalization was
carried out in the literature using the notion of quasi-stationary distribution (QSD), which can
be seen as the long-time distribution of the dynamics trapped inside a state. Its existence was
only proven recently for the underdamped Langevin dynamics (ULD) involved in the sampling of
thermostated molecular systems.

In this research letter we shall state the existence of a QSD for the ULD, for which we can
provide a spectral interpretation. The existence of this QSD is then used to justify the application
of Parallel Replica algorithm to the ULD. In addition, we shall extend known results regarding
the behaviour of the ULD trajectories when the friction coefficient goes to infinity (overdamped
limit). This allows us to provide an explicit expression of the overdamped limit of the previous
QSD of the ULD.

The findings of this study remain valid for ULD with non-conservative forces. They shall
help for a better understanding of the mathematical framework underlying the Parallel Replica
algorithm or related algorithms involving the QSD to the ULD. It also extends our knowledge on
the overdamped limiting behaviour of the ULD.

Keywords. mathematics, molecular, simulation, statistics/statistical methods.

1 Introduction

1.1 Motivation

In this short note, we report on recent mathematical results obtained in [17, 21] concerning the
metastable behaviour of the underdamped Langevin dynamics (ULD). Some of these results provide
rigorous foundations to some accelerated dynamics algorithms (Parallel Replica and ParSplice) which
are used to simulate efficiently atomistic models for materials over very long time scales.

Molecular Dynamics (MD) methods are used in various application fields (biology, chemistry,
materials science) in order to simulate the evolution of a molecular system, namely interacting particles
representing atoms or groups of atoms [13, 24, 15, 22, 1]. When considering a thermostated molecular
system, subjected to a fixed temperature, its evolution can be modeled by the following Underdamped
Langevin Dynamics (ULD):

dg = M~ 'p,dt,
(1)

dp: = F(g;)dt — yM ' pydt + \/27yB~1d By,
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where (g;,p:) € R? x R? denotes the positions and momenta of the particles at time ¢ > 0, M is the
mass tensor, F' is the interaction force (often F' is conservative, i.e. F = —VV for some potential
function V'), v > 0 is a friction parameter, 3 = (kgT)~! is proportional to the inverse temperature
and (By);>0 is a standard Brownian motion. When the friction coefficient v goes to infinity, it is known
that the rescaled position coordinate (¢y¢)¢>0 converges to the solution (g,);>o of the Overdamped
Langevin Dynamics (OLD) (see for instance [14, Section 2.2.4]):

dg, = F(q,)dt + /28~ 'dB. (2)

In practice, the dimension d of the ambiant space of (1) or (2) is large since the number of atoms
is large (from a few thousands to millions depending on the application). Notice that both processes
are related by the fact that when the force field F' is conservative, that is to say when there exists
V :R? = R such that F' = —VV, then the stationary distribution of (g,);>0 writes

1
v(dq) = fef,é’V(q)7 7 = / efﬁv(q)dq, (3)
Z R
while the stationary distribution of (g¢, pt)+>0 has the product structure
_Blp2
v(dqdp) = 7(dg)————dp (4)
(2mB-1)%

This is no longer true when F' is not conservative but becomes true at the overdamped limit when ~
goes to infinity as was shown recently in [18].

The objective of molecular simulations is to compute quantities describing the macroscopic evo-
lution of the system, following the dynamics (1) for instance. Such quantities depend on the path
(g¢, pt)e>0 and correspond for instance to the average time needed for the dynamics to go from one
region of the phase space to another one.

The main difficulty behind these computations comes from the timescale gap between the timestep
used in the numerical discretization of the dynamics and the time required to observe such macroscopic
evolution. In practice, in many cases of interest this would require to compute a simulation for up to
10% to 10*® iterations. In fact the timescale at the atomistic level is of order 1 fs (10715 s) whereas
transition events often occur over timescales of order 1 us (1075 s) to seconds, which makes it out of
reach using naive simulation.

1.2 Accelerated dynamics methods

The timescale gap between the atomistic and the macroscopic level is often described in the literature
as the metastability phenomenon. It justifies the use of new sampling methods such as accelerated
dynamics methods [28]. This set of methods takes into account the fact that metastable dynamics
remain in regions of the phase space for a long time and focus on sampling the exit event from
such regions. The metastability nature of these dynamics is due to two main reasons: the presence
of energetic barriers (the dynamics needs to climb above a saddle point of the potential energy)
and entropic barriers (the path between two states requires to go through a narrow escape in large
dimension). More generally, metastability can correspond to a combination of both effects.

Our focus here is on a particular algorithm used for accelerated dynamics methods, which is
called the Parallel Replica algorithm [27, 26, 20]. Parallel Replica was introduced by A.F. Voter and
co-workers in the late nineties and is used in computational statistical physics to efficiently sample
metastable molecular dynamics trajectories. The mathematical formalization of the Parallel Replica
algorithm was carried out in the case of the OLD (2) in [12]. The main motivation of this note is
to present extensions to the case of the ULD (1) which is most often used in practice to simulate
thermostated molecular systems than OLD.

The idea behind Parallel Replica is that when the trajectory remains trapped inside a metastable
state for a sufficiently long time, it reaches a local equilibrium before exiting the state. Once this local
equilibrium is reached, the first exit from the state satisfies some well-known properties which allow
for the sampling in parallel of the first exit event, thus reducing the wall clock time simulation.

1.2.1 Quasi-stationary distribution

The notion of local equilibrium in Parallel Replica can be mathematically formalized through the
notion of quasi-stationary distribution (QSD). This formalization, together with the existence of such



QSD for the OLD were obtained in [12]. Extending the application of Parallel Replica to the ULD (1)
requires to state the existence of QSD for the ULD. Given the non-elliptic nature of its infinitesimal
generator, this work requires different set of tools and has only been done recently in [17] and also
in parallel in [10]. We shall describe here its implication on the Parallel Replica algorithm. Let us
emphasize that the existence of a QSD is also useful to develop variants such as [11] and to justify the
correctness of related algorithms such as ParSplice [19].

In addition, we shall present new results regarding the overdamped limit of the trajectories of (1),
i.e. when taking the coefficient friction 7 to infinity. It is known in the literature that the law of
the rescaled position of (1) (gy¢)¢ejo, 7] converges to the law of the OLD (G;)c[o,r7- This result was
recently extended in [21] to the convergence of the couple ((gyt)ie[o,r], Pyr). This shall allow us to
obtain an explicit expression of the overdamped limit of the QSD of (1) involving the QSD of (2).
Such result was also obtained for the stationary distribution with non-conservative forces F' in (1)
see [18].

These results provide a new insight on the metastable behaviour of the ULD and further our knowl-
edge on its high-friction behavior, making a deeper and explicit link with its overdamped limit (2).

1.3 Outline

This work is organized as follows. First, the Parallel Replica algorithm is introduced in Section 2.
Second, it is justified in Section 3 using the notion of QSD, whose existence is provided in the case of
the ULD (1). Finally, in Section 4, we consider the overdamped limit of the ULD trajectories which
allow us to identify the overdamped limit of its QSD, making a link with the QSD of (2).

2 Parallel Replica

In this section we shall describe in detail the Parallel Replica algorithm. It shall be mathematically
justified in the next section in the case of the ULD.

2.1 Description of the algorithm

We assume here that the state space is partitioned into metastable states and also given two different
configurations, we can assert whether they belong to the same metastable state. In most common
cases, the metastable states correspond to basins of attraction of a potential such that we can differ-
entiate between metastable states by performing a gradient descent algorithm starting from the given
configuration. If two different configurations yield the same local minimum then they belong to the
same metastable state.

The idea of Parallel Replica is that if the dynamics (1) remain trapped for a very long time inside a
given metastable state D, then the first exit event from D can be sampled much more efficiently than
by running the original dynamics until the exit time. Notice that the exit event is fully characterized
by two random variables: the exit time 75 and the associated exit point from D, which are defined by
considering the first hitting time and point on the boundary of D.

The principle of Parallel Replica is to simulate in parallel many independent replicas following
the original dynamics (1), to consider the first exit event among the replicas, and to generate from
this first exit event a consistent exit time and exit point. The gain is thus obtained in terms of wall
clock time. This algorithm can be seen as a way to parallelize a computation in time, which is not
an easy problem in general due to the sequential nature of time evolutions. The ultimate aim of
this technique is thus to generate efficiently the so-called state-to-state dynamics with the correct
statistical properties, i.e. the chronological sequence of metastable states visited by the trajectory
and the time spent in each state. Let us emphasize that the objective is thus to get the correct law on
the paths in order to compute dynamical quantities. Let us now go into more detail of the algorithm.

2.2 Iterative scheme

Consider a reference trajectory (X; = (q¢,pt))t>0 following the ULD (1). Assume that we are given a
computer with N > 1 CPUs in parallel. The simplest version of Parallel Replica [27, 26] iterates the
following three steps:

e Decorrelation step: a reference walker is run following the dynamics (1) until it remains
trapped for a pre-determined correlation time 7., in some metastable state D. During this step,



the algorithm thus consists simply in integrating the original dynamics. No error is introduced
and there is no computational gain. The objective is then to sample the first exit event from D,
i.e. the couple (19, X,,).

e Dephasing step: this is a preparation step during which N independent replicas are sampled
starting from the last point of the reference trajectory, each one on a different CPU, during 7¢oy;-
This is done in parallel. During this step, the simulation clock is stopped. This step is thus pure
overhead. If one of the replicas exits the domain D, it is restarted from its initial point. The aim
of this step is to prepare N independent configurations distributed under the local equilibrium
in D.

e Parallel step: it consists in running the N replicas independently in parallel, and in waiting
for the first exit event among the N replicas. The first exit event for the reference trajectory is
then sampled by considering only the first exit event among the N replicas:

(TaaXTa) = (NTé*vX:-;;*)a (5)

where ¢* = argmin; ;< NTé. Notice that the simulation clock is updated by adding the effective
exit time N Tg. The exit point X; is used as the initial condition of the reference walker for
o

the next decorrelation step. The computational gain of the whole algorithm comes from this
step which divides in average the wall clock time to sample the exit event by the number of
replicas V.

2.3 Exact asymptotics and extension

Our results allow to prove that the Parallel step is exact in the asymptotic 7o — 00 because the
equality in law in (5) is then exact. Moreover, the error in law for a finite 7o, can be shown to
decrease exponentially fast in 7.,;. This shall be explained in Propositions 3.2 and 3.4 in the next
section. In practice, we shall take 7o, large enough so that the approximation in (5) is accurate
enough.

Notice that Parallel Replica does not require the force F' to be conservative, nor do we need to
define a partition of the state space into metastable states D1, Ds,... Let us mention the ParSplice
algorithm [19], which is a recent extension of the Parallel Replica algorithm based on precomputed
segments of the trajectories which start under the QSD and end under the QSD, so that they can be
spliced to efficiently generate a full trajectory, based on the same idea of parallel sampling for the first
exit event.

3 Mathematical formalization of Parallel Replica for the ULD

In this section, we formalize the Parallel Replica algorithm using the notion of quasi-stationary dis-
tribution (QSD). The metastable states often correspond to the basins of attraction of a potential V'
when the force F'in (1) is conservative, i.e. F' = —VV. Therefore, we shall consider metastable states
written as cylinders in the position and momenta coordinates as follows:

D=0 xR%, (6)

where O will be a smooth bounded domain of R?.

In Section 3 we provide the definition of a QSD and detail in Sections 3.1 and 3.2 a few results
obtained for the ULD regarding the existence and long-time convergence to the QSD. These results
are then used in Section 3.3 to justify the application of Parallel Replica to the ULD.

3.1 Quasi-stationary distribution: existence and long-time convergence

The idea behind Parallel Replica is that when the ULD (1) remains trapped for a long time inside
some metastable domain D, it reaches a local equilibrium which corresponds to the QSD of the ULD
in D, defined as follows:

Definition 3.1. A probability measure p with support in D is called a QSD in D for the dynamics
(g¢, pt)e>0 if and only if

Vt > 0,YAC D, P.((g,pt) € Alo > t) = p(A),



where 79 = inf{t > 0: ¢ ¢ O} and P,(S) is the probability of the event S when initially (qo,po) is
distributed according to (.

In other words, p is a QSD if, when (qo,po) is distributed according to u, the law of (g, p:)
conditionally to the fact that (¢s)o<s<: remained in the state O is still p, for any time t. We refer
to [7] for general properties satisfied by QSD.

The existence of a unique QSD has been shown for the OLD (2) on smooth bounded domains
O C RYin [9, 12, 6]. It was only recently extended to the ULD (1) (see [17, 10]) on domains
D = O x R? as defined in (6). The main difficulty in this case comes from the non-ellipticity of its
infinitesimal generator. However, using appropriate Gaussian upper-bounds for its transition density
obtained in [16, Theorem 2.19] we are able to build the QSD using a compactness property satisfied
by its semigroup (see [17, Sections 3.2, 3.3] for more details).

In addition, an important fact is that the law of the ULD trapped in D for a time ¢ will converge
when ¢ goes to infinity to the QSD. Moreover, this convergence is exponentially fast in time [17,
Theorem 2.22].

Proposition 3.2. There exists a unique QSD p for (g, pr)i>o0 (1) on D. Besides, there exists a > 0
such that for any initial condition (qo,po) in D, there exists C > 0 such that for all t > 0,

I£((gr, po) 7o > 1) — pllry < Ce™, (7)

where 9 = 1inf{t > 0:q, ¢ O} and || - ||rv is the total-variation norm.

The QSD can thus be seen as the longtime limit of the dynamics conditioned to stay inside the
domain. This proposition is useful to quantify metastability. A metastable state is a state such that
the exit event from this state happens on a timescale larger than the local equilibration time, namely
the time to observe the convergence to the QSD in (7), namely 1/a < E,[7a].

3.2 Spectral interpretation and first exit event

The density of the QSD p can be characterized as the solution to an eigenvalue problem. In fact, let
us define the following kinetic Fokker-Planck operator on R? x R?, associated with the ULD (1):

L* = —p -V, —F(q) -V, +~div,(p:) + v87'A,.
Proposition 3.3. There exists a positive function v : D — R such that

du(q, p) = ¥(q, p)dgdp.

Moreover, 1 is solution to the eigenvalue problem

L*9Y(q,p) = =\ (q,p) (¢,p) € D,
Y(g,p) =0 q€00,p-n(q) <0,

where n(q) is the unitary outward normal vector at g € 00.

Finally, if the ULD (1) is initially distributed according to the QSD in D, then we can explicitly
provide the law of the first exit event from D, which is given by the couple of the first exit time from
D and its associated exit point. In the case of the ULD (1), this result taken from [17, Corollary 2.16]
is the first to compute the law of the first exit point starting from the QSD.

Proposition 3.4. Let us assume that (qo,po) is distributed according to the QSD p in D. Then the
law of the couple (7o, (qry, Pry)) 18 fully characterized by the following properties:

o 7y is exponentially distributed with parameter A (defined in Proposition 3.3);
o 7y is independent of (¢ry,Pry);

o The law of (qr,,Dr,) s given by: for any bounded function f: 0D — R,

B [ (drypro)] = /8 lp (@) ¥l ) @)oo (da)

A

where ggo denotes the Lebesque measure on the surface 00.



3.3 Justification of Parallel Replica
3.3.1 Justification of the parallel step

Following the reasoning made in [12, Proposition 5] one can then show that if (go,po) is distributed
according to the QSD then the sampling of the first exit event can be done as described in (5). The
proof mainly relies on the second property in Proposition 3.4 which allows to consider the laws of the
exit time and exit point independently. In addition, a simple consequence of the first property stated
in Proposition 3.4 ensures that if all replicas are started according to the QSD then N min;<;<n 7'5
follows the same law as 75. This is an immediate consequence of the fact that N multiplied by the
minimum of N independent exponential law of same parameter follows the same exponential law.
The independency with the associated exit point then allows us to justify the sampling in (5). It
is a general fact for Markov processes that, starting from the QSD, the exit time is exponentially
distributed and independent from the exit point. The marginal distribution of the latter is however
dependent of the dynamics.

3.3.2 Justification of the Decorrelation and Dephasing steps

The decorrelation and dephasing steps consist in sampling the reference particle or the replicas accord-
ing to the QSD so that the sampling of the first exit event in the Parallel Step is justified. Sampling
according to the QSD is done by running the dynamics inside the domain for a time long enough. In
fact, Proposition 3.2 guarantees that if the dynamics remains long enough inside D it is distributed
according to the QSD of D. Moreover, it ensures that the law of (¢._,..,pr.,..) conditioned to staying
in D up to time 7T¢op; is close to p up to a term of order e~ *7<err, Therefore, the optimal 7., should
be of order o', where « is often called the spectral gap. In practice, physicists may deduce the order
of magnitude of o based on harmonic approximations. Other methods have been designed to sample
according to the QSD without such requirement, for instance using the Fleming-Viot particle process,
where replicas are sent to the position of an arbitrary replica inside the domain when they exit the
domain, see for example [11, 4, 5, 2, 3].

In view of the above results, the errors introduced in the algorithm have two origins. First, in the
decorrelation step, Tcorr should be chosen sufficiently large so that at the end of the decorrelation step,
the reference walker is indeed distributed according to a probability law sufficiently close to the QSD.
Second, in the dephasing step, the sampling algorithm of the QSD should be sufficiently precise in
order to obtain i.i.d. samples distributed according to u. For the rejection algorithm, independence
is ensured, and the accuracy is again related to the convergence result of Proposition 3.2.

The existence of the QSD for the ULD and the explicit formula for the law of the first exit point
in Proposition 3.4 are the first steps for future works to study the exit event in the small temperature
regime by proving that Eyring-Kramers rates can be used to approximate the exit point distribution, in
the small temperature regime. This is useful to justify other types of accelerated dynamics algorithms
such as Hyperdynamics [25] or Temperature Accelerated Dynamics [23], following the methodology
in [8] for the OLD.

4 Overdamped limit of the ULD

4.1 Overdamped limit of the trajectory

The aim of this section is to describe the behavior of the ULD when the friction coeflicient v goes to
infinity in (1). This allows us to explicit the overdamped limit of the QSD.

It is well known in the literature that the law of the rescaled position of the ULD converges to the
law of the OLD (2):

L((qvt)tef0,17) 7;)0 L((G)tefo,)- (8)

However, this result does not provide an overdamped limit for the couple of the position and velocity
vectors. Such a limit was provided recently in [21] where the following limit is obtained:

L((gt)tejo,1]> PyT) v L((@;)eefo, 115 %), (9)

where Z ~ Ny(0,3711,) is a Gaussian vector independent of the process (@1)tefo, 7). The proof of (9)
consists in perturbing the noise of the ULD (1) by a vanishing term when « goes to infinity such
that the position and velocity become independent. Then it remains to consider the overdamped



limit of the position and velocity coordinates separately, which is much easier. In addition, since the
perturbation converges to zero when -y goes to infinity, the overdamped limit of the perturbed process
is the same as the overdamped limit of the ULD.

4.2 Overdamped limit of the QSD

Given the convergence (8), one may wonder whether the marginal in position of the QSD of the ULD
might converge to the QSD of the OLD when  goes to infinity. Actually, considering the more general
overdamped limit (9), we shall identify explicitly the overdamped limit of the QSD for the ULD.

Proposition 4.1. Let u() (resp. Ti) be the QSD of (g1, pt)i>0 on D = O x R? (resp. (G,)i>0 on O)
satisfying (1) (resp. (2)). Then,

_ e
©(dgdp) — fi(dg)—————dp, (10)
Yoo 2

in terms of weak convergence of measures.
Furthermore, if \) is the vy-dependent eigenvalue in Proposition 3.3 then

A
A~ 2 (11)

~y—00 77
where X is the similar eigenvalue obtained in Proposition 3.3 for the OLD.

The overdamped limit of the QSD writes therefore as a tensor product of the QSD of the OLD on
the position domain and a Gaussian density in velocity. In particular, if we consider just the marginal
in position we obtain the previously expected convergence. Notice that we are also able to exhibit
in (11) an overdamped limit of the eigenvalue involved in the defintion of the QSD.

5 Conclusion

This work has furthered our knowledge of the behaviour of the ULD, even with non-conservative forces.
Namely, in Section 3 we considered its long-time behavior when it remains trapped in a metastable
state. We showed that its law then converges to a local equilibrium distribution corresponding to
the QSD. Other associated properties like the law of the first exit point from the domain, starting
from the QSD, are obtained in this case. This allows to justify mathematically the Parallel Replica
algorithm in Section 2 used for the sampling of metastable thermostated molecular dynamics.

In addition, we consider in Section 4 the behaviour of the ULD when the friction coefficient goes
to infinity in (1), corresponding to the overdamped limit. We namely extend the usual overdamped
limit known in the literature for the position coordinate to the couple of the position and velocity
coordinates. This allows us to make explicit the overdamped limit of the QSD obtained in Section 3
which involves the QSD of the OLD (2) on the position domain. A similar result was obtained recently
in [18] for the stationary distribution with an additional speed of convergence. All in all, these results
provide a better insight on the ULD behaviour for a large friction coefficient ~.
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