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Estimation of statistics of transitions and Hill relation for
Langevin dynamics

Tony Lelievre, Mouad Ramil, and Julien Reygner

ABSTRACT. In molecular dynamics, statistics of transitions, such as the mean transition time, are macro-
scopic observables which provide important dynamical information on the underlying microscopic sto-
chastic process. A direct estimation using simulations of microscopic trajectories over long time scales is
typically computationally intractable in metastable situations. To overcome this issue, several numerical
methods rely on a potential-theoretic identity, sometimes attributed to Hill in the computational statistical
physics litterature, which expresses statistics of transitions in terms of the invariant measure of the sequence
of configurations by which the underlying process enters metastable sets. The use of this identity then al-
lows to replace the long time simulation problem with a rare event sampling problem, for which efficient
algorithms are available.

In this article, we rigorously analyse such a method for molecular systems modelled by the Langevin
dynamics. Our main contributions are twofold. First, we prove the Hill relation in the fairly general context
of positive Harris recurrent chains, and show that this formula applies to the Langevin dynamics. Second,
we provide an explicit expression of the invariant measure involved in the Hill relation, and describe an
elementary exact simulation procedure. Overall, this yields a simple and complete numerical method to
estimate statistics of transitions.

1. Introduction

1.1. Metastability and mean transition time for the Langevin dynamics. In computational statistical
physics, the Langevin dynamics is a stochastic process commonly used to simulate thermostated systems.
It describes the evolution of the position-velocity pair (g, p¢) in the phase space R x R? according to
the stochastic differential equation

dg; = pdt,
dpy = F(q)dt — ypedt + /26~ 1AW,

where the vector field F : R? — R9 is the force, v > 0 is the friction parameter, 5 > 0 the inverse
temperature, and the process (W )¢>0 is a d-dimensional Brownian motion [ , ]. A particular

)

case of interest is the conservative case, namely when F' = —VV for a function V : R — R which is
called the potential energy of the system. In this case, upon integrability assumption on V/, the process
(gt, pt)t>0 is known to be ergodic with respect to the Boltzmann—Gibbs measure with density

1 § _
@ plap) = et ey = V@ zp [ e,
B8 R xR4

In a non-conservative case (or non-equilbrium case), namely when F' is a non-conservative force, the
invariant measure of the Langevin dynamics is generally not explicit, see e.g. [ ] for details.

In most cases of interest, the process (g¢, pt)e>0 is metastable, which means that it spends most of its
time in certain subsets of the phase space, called metastable sets, and performs abrupt and seemingly
unpredictable transitions between these sets. Metastable sets often represent macroscopic conformations
of the system, on which statistics of transitions provide important quantitative information. However,
because of the scale separation between time steps employed to simulate the process (g, pt):>0 and
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typical times at which metastable transitions occur, the direct simulation of these rare events usually
turns out to be impossible [ , ].

Various methods have been introduced in the literature to numerically compute statistics of transitions.
In order to provide an example of such a quantity, let us fix A and B two subsets of R? with disjoint
closures. We denote by (7, ),>0 the successive time indices at which the process (g:):>( enters the set
A U B. Under regularity assumptions on the boundary of A and B which will be made explicit below,
the sequence (Y,,”),>0, defined by

n

Vn >0, Y, = (ngypT;)a

n

is a time homogeneous Markov chain, which takes its values in the set A~ U B, where A~ (resp. B7)
denotes the set of configurations (g, p) such that ¢ € A (resp. ¢ € 9B) and p points toward the interior
of A (resp. of B), see Figure 1.

We now define the sequences (nff,7 k>0 and (75> )k>0 by

3)
M- o :=min{n >0:Y," € A7}, N o = min{n >t Y~ € B},
M oy =min{n > Y, m e A7 m o =min{n 29, Yo €B7} k>0

They respectively refer to the successive return times of the chain (Y, ),>¢ in A~ after a visit in B,
and conversely, with the convention that these times are counted from the first visit of the chain in A™.
At the continuous-time level, we introduce the notation
re - re -
TUe 1 = T re The 1 = Trre

ATk nA_,k, B~k nB—,k,
and call the trajectory of (g¢, p¢) on [T3% |, 75 | the k-th transition path between A and B, see Figure 1.
Its (time) length is denoted by

ATAB R = TES k — T ko

and the mean transition time between A and B is then defined by

{—~+o0

{—1
1

4) Tap = lim EZAT?B,R.
k=0

It is a prototypical example of an average quantity over transition paths of practical interest [ ,
].
From the strong Markov property and the ergodic theorem for Markov chains, the mean transition
time may be rewritten as

5) Tap =Evre [AThR,],

where %)% is the invariant measure of the Markov chain (Yn?e )k>0, Which is usually called the reactive
A=k

entrance distribution in A~ [ ]. Here and throughout this article, the notation [, and P, refers to

the fact that the stochastic process with respect to which the expectation is taken has initial distribution .

When y = é,, we shall simply write E, and IP,..

1.2. The Hill relation and the main contributions of the article. In the case where A and B are
metastable sets for (g;);>0, the formula (5) presents two main computational difficulties:

(i) the reactive entrance distribution 2 is neither explicit nor easy to sample from,
(ii) the direct simulation of the random variable A7}% , may be prohibitively long.

To overcome these issues, several numerical methods are based on the alternative expression

EWA— [Tf]
(Y €B7)

(6) Tap = 7

7TA_
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FIGURE 1. Schematic representation of the successive entry points of (¢¢)¢>0 in AU B.
The part of the trajectory in solid line is a transition path from A to B.

where 74— := 7w (-|.A7) is the restriction (in the sense of conditional probability measures) to A~ of
the invariant measure 7w~ of the Markov chain (Y,,”),>0. This formula, which is sometimes attributed to
Hill [ ], is commonly encountered in the statistical physics literature [ , , ], and
used for a large class of stochastic processes, beyond the specific instance of the Langevin dynamics (1)".

The present article is a continuation of [ ], in which the mathematical analysis of this formula
and its use in rare event estimation was initiated for the case where the chain (Y, ),,>¢ takes its values
in a compact state space. This allows in particular to obtain a formula similar to (6) for the overdamped

Langevin dynamics

(7) dg, = F(q,)dt + /26-1dW,,

which describes the y — o0 limit of the time rescaled position process (¢¢)¢>0 defined by (1). While
easier to study mathematically, thanks to the uniform ellipticity of its infinitesimal generator and the
fact that metastable sets are generally assumed to be bounded in R¢, the overdamped Langevin dynam-
ics (7) is arguably less physically relevant, and less commonly employed in actual molecular dynamics
simulations, than the Langevin dynamics (1).

Our first main contribution is a proof of the identity (6), and a clarification of the assumptions under
which it holds, in the general setting of positive Harris recurrent chains. In particular, it does not require
metastable sets to be bounded and therefore applies to the Langevin dynamics (1).

The major benefit of the Hill relation (6) is that it no longer involves the reactive entrance distribu-
tion yff_, but rather the measure 7 4—. On the one hand, in metastable situations the latter is often argued
to be easy to approximate, through direct simulation of the chain. Indeed, starting from .47, one may

typically expect (Y, )n>0 to perform many steps in .A~, and thus to reach the invariant measure 7 4-,

on a short time scale compared with the first transition toward 3~ — this phenomenon is referred to
as thermalisation in the study of metastability [ ]. The quantification of this argument, based on
the notion of quasistationary distribution, is the main purpose of [ ]. On the other hand, we shall

prove in the present article that for the Langevin dynamics (1), the measure m 4 is actually explicit and
can be directly sampled from, without any approximation argument. This is the second main contribu-
tion of this article and explains in which sense the use of the Hill relation (6) allows to mitigate the first
difficulty mentioned at the beginning of this subsection.

In order to address the second difficulty, we rewrite the right-hand side of (6) under the form

E, _ [7'1_] i _ 1
A =E, Y
Py ey e TP e (PmneB

®) 7 1) +E., [ Y €eB].

The quantity E, _[r; |[Y;” € A7] can be evaluated by brute force simulation of the chain (Y, ),>0,

7TA_ n

whereas both quantities Er _[r |Y]” € B7]and Pr,_ (Y] € B7) are statistics of reactive trajectories

ISee for instance the blog post http://statisticalbiophysicsblog.org/?p=8 for more context.
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and may therefore be computed by means of rare event simulation algorithms, such as Weighted Ensem-
ble Simulation [ ], Transition Interface Sampling [ ], Forward Flux Sampling [ 1,
or Adaptive Multilevel Splitting [ ] to name but a few.

1.3. Relation with earlier works. As has already been mentioned, this work is a continuation of the
article [ ], in which the Hill relation is proved for the overdamped Langevin dynamics (7), and
the main focus of which is put on the quantification of the error introduced when replacing, in the right-
hand side of (6), the measure 7 4~ with the quasistationary distribution of (Y,; ), >0 in A~. We refer in
particular to the introduction of [ ] for more details and references on algorithms for rare event
simulation in computational statistical physics.

Besides the extension of the proof of the Hill relation to the Langevin dynamics (1), the main nov-
elty of the present article is the explicit computation of the measure m4—. We believe this result to
be of general interest, independently from the application to the estimation of statistics of transitions;
still, in the latter context, it provides a direct simulation algorithm and spares the need to resort to the
quasistationary distribution. Let us however mention that the study of quasistationary distributions for
Langevin-like dynamics (1) was recently carried out in the series of works [ , , ]
and [ , ], and that it remains crucial for the mathematical analysis of many other algorithms
of molecular dynamics dealing with metastability.

At several places in the article, we shall use technical results regarding trajectorial and analytical

properties of the Langevin dynamics (1) recently proved in our work [ 1. We shall also bor-
row notation and terminology from various fields which are connected to our study, such as Transi-
tion Path Theory [ , , ], potential theory [ , ], or the theory of Harris
chains [ , , , ].

1.4. Organisation of the article. The precise setting under which we work as well as a detailed state-
ment of our results are presented in Section 2. Section 3 contains the proof of preliminary results en-
suring the well-posedness of the sequence (Y,,”),>0. Section 4 is dedicated to the study of its long time
behaviour, and the identification of its invariant measure 7w~ . We also carry out a similar study of the se-
quence (Y,;F),>0 of configurations by which the process (g¢, pt)1>0 exits from metastable sets. This part
is actually written for exits from a general open and smooth set O, and we later apply the obtained results
to the specific case O = A U B. Section 5 is dedicated to the proof of the Hill relation (6). We first show
a generalised version of this identity in the abstract setting of positive Harris recurrent chains, and then
check that this identity applies to the Langevin dynamics (1). Last, generalities on Harris chains are col-
lected in Appendix A, Appendix B contains the proof of an auxiliary result used in the paper concerning
the probabilistic interpretation of the Dirichlet problem for the Langevin dynamics, and Appendix C is
dedicated to the discussion of an assumption made in our last statement regarding the finiteness of T4 p.

2. Setting and statement of the main results

2.1. Basic notation. For a,b € R, we write a A b = min(a,b), a V b = max(a,b), [a]+ = 0V a,
[a]- = 0V (—a). The notation |u| = \/u - u refers to the Euclidean norm on R?. For any r > 0, B(u, )
and B(u, r) respectively denote the open and closed balls centered in « € R and with radius r. More
generally, the closure of a set A C R¢ is denoted by A.

For a random variable X in some measurable space S and a probability measure x on S, the notation
X ~ p means that i is the law of X. For any f € L'(S, i1), we use the notation y(f) as a shorthand for
J5 fdu. Given a probability measure (dx) and a Markov kernel P(z, dy) on S, we denote by p ®@ P
the probability measure p(dz)P(x,dy) on S x S. Finally, for any measurable function g : S — 7T,
where S and 7 are measurable spaces, we denote by 1 0 g~ or j(g~*(dx)) the pushforward of y by g,
and we denote by P(x, g~ ' (dy)) the pushforward of P(z, -) by g.
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2.2. Assumptions on the continuous dynamics. Throughout this work, we assume that the vector field
F :R? — R%is C™. As a consequence, the coefficients of the stochastic differential equation (1) are
locally Lipschitz continuous, therefore this equation possesses a unique strong solution, which is defined
on some filtered probability space (€2, F, (F¢):>0,P) up to some explosion time 7.,. We shall work
under the following set of assumptions:

(A1) 7o = o0, almost surely;

(A2) the process (g¢, pt)r>0 has a unique stationary distribution j(dgdp), this measure has a smooth
and positive density p(q, p) with respect to the Lebesgue measure on R? x R?, and for any
G € LY(R? x R?, 1),

t—+oo t

1 t
lim —/ G(¢s,ps)ds = pu(G), almost surely,
0

for any initial condition;
(A3) the density p(q, p) satisfies

/Rded {(IF(9)| + [p))p(q, p) + [Vpp(g, p)|} dgdp < +oo.

In the conservative case described in the introduction of the article, namely when /' = —VV for some
C™ potential function V : R — R, these assumptions are satisfied if

lim  V(q) = +oc, / (1+|VV(g))e ¥ @dg < +o0.
Rd

In this case, p is the Boltzmann—Gibbs measure with density p defined in (2). We refer to [ ,
Examples 5.10 and 7.3], [ , Remark 2.21] and [ , Théoreme 1] for details.

Remark 2.1. The Langevin dynamics can more generally be written

dgr = M~ 'pdt,

dpy = F(q)dt — yM ~'pydt + /298~ 1AW,
where M is a diagonal matrix with positive diagonal entries, describing the masses of the particles. In
this formulation, the coordinate p; € R refers to a vector of momenta rather than velocities. This system
may however be reduced to (1), for which M is the identity, through a simple change of variables | ,
Remark 3.37, p. 210].

2.3. Notation and assumptions on metastable sets. In this subsection, we let O C R? satisfy the
following assumptions.

(B) The sets O and R \ O are open, nonempty, and have a C? boundary ¥.

A straightforward consequence of this assumption is that O and R?\ O have positive Lebesgue measures.

Let us emphasise the fact that, throughout this article, neither © nor R? \ O are assumed to be bounded.
Under these assumptions, for any ¢ € ¥ we denote by n(q) € R? the unit normal vector to 3 which is

oriented toward the exterior of ©. This allows us to introduce the partition of ¥ x R into three sets

't :={(¢,p) € L xRY:p-n(q) > 0},
I~ :={(g,p) € 2 xR%: p-n(q) <0},
%:={(¢,p) e L xRY: p-n(q) =0}.
The results of Subsections 2.4 and 2.5 are stated for a general set O satisfying Assumption (B). In

Subsection 2.6, in order to state the Hill relation (6), we shall apply these results to the specific case
discussed in the introduction where O = A U B for two open subsets A, B C R? with disjoint closures.
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2.4. The sequences (Y,),>0 and (Y, ),>0. The main objects of interest in this article are the se-

quences (Y,;F),>0 and (Y, )n>0 of successive exits from, and entrances in, the set O x RY. To define

these sequences, we need the following preliminary result.

Lemma 2.2 (Return time to X). Under Assumptions (A1-A2) and (B), let T := inf{t > 0 : q; € X}. For
any (q,p) € (R4 x R\ T, we have 0 < 7 < +00, P, p)-almost surely. Besides:

(i) ifg € Oor(q,p) €T, then (¢,p-) € TT;
(i) ifg € R\ O or (q,p) € T'F, then (¢,,p,) € T~
Besides, if (q,p) € T°, then
inf{t >0: (q,p;) €T} =inf{t > 0: (g, p;) €TT} =0, P(q,p)-almost surely.

The first part of Lemma 2.2 allows us to define, for any starting point (¢, p) € (R? x R?) \ T'?, the

sequences of stopping times (7,1 ),>0 and (7,, )n>0 by:

7’8_ =inf{t > 0: (g, pr) €T}, 7’1;:1 =inf{t > 77 : (q,p:) €T}, n >0,
1o =inf{t > 0: (q,p:) €}, Togr = inf{t > 7, : (g,pt) €T}, n>0.
Notice that the process (g¢, pt):>0 satisfies the strong Markov property, which combined with Lemma 2.2

shows that both sequences are increasing.

Lemma 2.3 (Nonaccumulation of (7,7 ),>0 and (7,, )n>0). Under the assumptions of Lemma 2.2, for any
(q,p) € (R? x RY) \ T, we have

lim 77 = lim 7, =400, P

-almost surely.
n—-+0o00 n——+00

q,p)

Lemmas 2.2 and 2.3 are proved in Section 3.

Remark 2.4 (Intertwining between the sequences (7,1 ),>0 and (7, )n>0). The sequences (7,1 )n>0 and
(1, )n>0 are intertwined in the following sense:

e ifgcOor(qp) €l thent <15 <7 <+,

e ifg e R\ Oor(q,p) €T, thenty <7f <7 <---.

By the strong Markov property, the random sequences (Y,,"),,>0 and (Y, ),>0 defined by

n
Y;mJr = (qq—;{apq—;{)’ Yni = (ng’pTJ)’
are time homogeneous Markov chains respectively taking their values in I'" and '™, and correspond to
the successive exit and entrance points in O x R%. We describe their ergodic behaviour in Subsection 2.5

and then present the Hill relation in Subsection 2.6. We summarise in Tables 1 and 2 the main notation
on which we rely.

2.5. Ergodic behaviour of the sequences (Y,,),>0 and (Y, ),>0. We denote by dox;(g) the surface
measure on ¥ C R¢ induced by the Lebesgue measure in R? and the Euclidean scalar product. In
addition to Assumptions (A1-A2-A3) and (B), we suppose that

(C) the function (¢,p) € ¥ x R% — |p-n(q)|p(q,p) isin L1(X x R?, dos(q)dp),

and introduce the notation
7" = /F+ p-n(@)lp(q.p)dos(q)dp,  Z7 = /F P+ n(q)lp(q, p)dos(q)dp.

Notice that by Assumption (A2), p(q,p) > 0on X x R and therefore Z* > 0 and Z~ > 0. Let us point
out that in the conservative case F' = —VV, Assumption (C) equivalently rewrites

/ e AV Doy (q) < 400,
2

which is not necessarily implied by the overall integrability of e=?" on R
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2.5.1. Main result. The following theorem is the first main result of this article. We refer to Appendix A
for a summary of basic facts regarding Harris recurrent chains.

Theorem 2.5 (Ergodicity of (Y,"),>0 and (Y,; )n>0). Let Assumptions (A1-A2-A3), (B) and (C) hold.

n
(i) The Markov chains (Y, )n>0 and (Y, )n>0 are positive Harris recurrent, with unique invariant
probability measures respectively denoted by ™ and 7.
(ii) The measures 7 and 7~ have respective densities

1 _ 1
O 0"(a.p) = Zxligperlp - n@lplep), 0 (4:p) = Z=lygper-1lp-n(@)lp(e p);

with respect to the measure dos(q)dp on ¥ x R%,
Theorem 2.5 is proved in Section 4.

Remark 2.6. We shall see in the proof of Theorem 2.5 that Z+ = Z~. In the conservative case described

in Subsection 2.2, this fact is actually obvious since it can be checked directly that p(q,p) = p(q, —p),
which then implies Z+ = Z~.

Remark 2.7. The proof of Theorem 2.5 shows that if Assumption (C) does not hold, then the o-finite
measures with densities

Ligper+yIp - n(@)lp(g; p), Lygper—31p-n(@)lp(q,p),

with respect to the measure dox,(q)dp on ¥ x R? remain the unique (up to a multiplicative constant)
invariant o-finite measures of the Harris recurrent Markov chains (Y,}})n,>0 and (Y,; )n>0.

2.5.2. Sequence of successive crossings. One may also be interested in the Markov chain (Y,>),,>0
defined as the sequence of the successive crossings of the surface ¥ by the process (g, pt):>0. Following
Remark 2.4, this sequence writes either (Y0+, Y, Y[",..)or Yy, YOJF7 Y], ...) depending on whether
1o <75 orty, < 74 . In this perspective, the equivalent of Theorem 2.5 for the Markov chain (Y, );>0
reads as follows.

Theorem 2.8 (Ergodicity of (Y,3),,>0). Under the assumptions of Theorem 2.5, the Markov chain
(Yg)mzo is positive Harris recurrent with unique invariant probability measure

_ 1
o= (rt+77) = 2Z—Z’p -n(q)|p(q, p)dos(q)dp,

DO =

where following Remark 2.6 we have set Z* := 7+ = 7.

Theorem 2.8 is also proved in Section 4. We provide in Table 1 a summary of some notation introduced

so far.
Stopping times Markov Chains Stationary measures
Entry points in AU B Tpy1 = inf{t > 7., (¢,p:) €T} Y. =(q.-,p.-) T
Exit points from AU B o =inf{t > 7F, (¢, pe) €T} Y,h = (q,+,p,+) t
Crossing points of & | Tyny1 = inf{t > 7m, (¢, p¢) ETTULT} | Vi3 = (¢rps Pry) | T = %(7‘(’7 +7t)

TABLE 1. Definitions of the Markov chains (Y, ),>0, (Y,})n>0 and (Y,>);>0, With
values respectively inI'~, ' and [~ UT'.
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2.5.3. Sampling from ©— and © in the conservative case. In the conservative case ' = —VV, we
deduce from (2) and Theorem 2.5 that the probability measures 7+ have a density proportional to

2
_ p
- n(@lee™ D, H(gp) = Vig)+ 2
with respect to the measure dos;(¢)dp. From the numerical point of view, sampling from these measures

can be achieved through the following two-step procedure:

(i) draw g according to the probability measure with density proportional to e #V (@) with respect to
the surface measure dox;(q) on X;

(i) conditionally on n(q), draw p according to the density proportional to [p - n(g)]+e?PI*/2 with
respect to the Lebesgue measure on R

Several methods are available to sample from densities on manifolds [ , , ] and may be
employed to draw ¢ in the first step. The second step only requires to draw d + 1 independent standard
Gaussian variables G, G1,. .., Gy, and set
1
p=—= | £\/GF+Gin(q) + Gaez + - + Gd%) ;
NG < v
where (es, ..., e4) is an orthonormal basis of n(g)*, which is the tangent space of X at the point ¢. Then

it is elementary to check that, conditionally on g, the vector p has the claimed distribution.

2.5.4. Reversibility up to momentum reversal in the conservative case. In the conservative case, it is
known that if (go, po) is distributed according to the stationary Boltzmann—Gibbs measure (2), then for
any 1" > 0, the following equality in law holds

L
(g, pe)o<t<t = (R(gr—t, PT—1))0<t<T,
where R is the momentum reversal operator defined by R(g, p) = (¢, —p). This property of the Langevin

dynamics is sometimes called the reversibility up to momentum reversal [ , Section 2.2.3]. The
next statement shows that it also holds at the level of the Markov chain (Y,>),,>0.

Proposition 2.9 (Reversibility up to momentum reversal for (Y,>),,>0). Let the assumptions of Theo-
rem 2.8 hold, with F = —VV. If Yg* ~ 7%, then the pairs (Y3°,Y{") and (R(Y{"),R(Yg")) have the
same law.
Proposition 2.9 is proved in Section 4. It rewrites under the ‘detailed-balance’ form
= (dyo) P* (yo, dy1) = 7 (R~ (dy1)) P* (R~ (1), R~ (dyo)),

where P* denotes the transition kernel of (Y,>),,>0 and we recall that the notation for pushforwards of
measures and kernels is introduced in Subsection 2.1. Combining this identity with the fact that the in-
variant measure 7> is left invariant by the momentum reversal map R, one can easily check that under the
assumptions of Proposition 2.9, if Yg* ~ 7=, then the triples (Y", Y=, Y5*) and (R(Y3"), R(Y?®), R(YyY))
also have the same law. Applying this statement with test functions 1, cp+) g% (o, y2), for gT :
't x 't — R, leads to the following result.

Corollary 2.10 (Intertwinned reversibility for (Y, ),>0 and (Y, ),,>0). Under the assumptions of Propo-

n n
sition 2.9,

(i) the law of (Yy",Y,") under P+ is the same as the law of (R(Y;"),R(Yy )) under P,.-;
(ii) the law of (Yy , Y| ) under P is the same as the law of (R(Y;"),R(Y;")) under P+

2.6. The Hill relation for the Langevin dynamics. In this subsection, we assume that O = A U B,
where A and B are nonempty open C2 subsets of R%, with AN B = @. Then Assumption (B) is satisfied,
and we introduce the partition of I'™ into the two sets

A" =T N@AxRY, B :=T"N(IBxRY).
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2.6.1. Hill relation. Under the assumptions of Theorem 2.5, the Markov chain (Y,;"),,>¢ visits infinitely
often both sets A~ and B, which allows to define the sequences (nff,7k)k20 and (7729,7 k>0 as in (3),
see also Table 2 below. We then introduce the notation

vk > 0, Yj?k = Y”?f—,k
Proposition 2.11 (Definition of the reactive entrance distribution). Under the assumptions of Theo-
rem 2.5 with O = A U B, the sequence (YJE? i )k>0 I8 a positive Harris recurrent Markov chain. Its

unique invariant probability measure V~°_ is the so-called reactive entrance distribution in A™.

Notice that the term reactive entrance distribution has been in particular introduced in the framework
of the Transition Path Theory, see [ , , ]. We refer to Table 2 for a summary of the
notation related with the reactive entrance distribution.

Stopping times Markov Chains | Stationary measures
Entry in A coming from B | 77, =min{n >n> , Y, € A7} | Y2, =Y v
’ ’ ’ A=k
Entry in B coming from A | ng> ., = min{n > Na- ki1t Yn € B~} Y5 = Yn:;; . 7

B
respectively in A~ =T~ N (0A x RY) and B~ =T~ N (9B x RY).

TABLE 2. Definitions of the Markov chains (Y}¢ ,)r>0 and (Y3€ ; )r>0, with values

We are now in position to present the second main result of this work: the Hill relation for the Langevin

dynamics. Let us first state the Hill relation for the time-discrete dynamics (Y,,),>0.

Theorem 2.12 (Hill relation for the Langevin dynamics). In the setting of Proposition 2.11, let T 4— refer
to the conditional measure 7~ (:|A™). Forany g € L' (A~ ,m ), we have

nge—,ofl
Eve | S lo)l| < +oc.
n=0
and
o - (o)
Eyre_ g(Y_) = 'A_i .
| 2 0 TE oy ey

The formula (6) for the mean transition time 745 then comes as a corollary of Proposition 2.11 and
Theorem 2.12, by considering as a test function g(y) = E,[r; ], under the following supplementary
assumption:

(D) in the setting of Theorem 2.5, E .- [7] + E+ 75 ] < +o00.

This is stated in the next corollary, where we actually address more general statistics of transitions, of

the form
1 “! Tae k
li - e d
Jdim 53 [ Glaps
= A~k

for some function G : RYxR? — R, by applying Theorem 2.12 to the test function g(y) = E, | fOTl_ G(¢s,ps)ds].
Corollary 2.13 (Hill relation for statistics of transitions). In the setting of Proposition 2.11 and under
the supplementary Assumption (D), let G : R4 x R? — R be a bounded and measurable function. We

have

re

(10) Eyre. [/ 571G (g5, ps)lds | < oo, Er, < +00.
0

T
/0 Glas,ps)lds
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Besides, for any initial condition (qo, po),
14 —k B0
(11) lim - E / " G(gs,ps)ds = Ere [/ ’ G(qs,ps)ds} almost surely,
é ,T-I'e A_ O

=0""A—k
and the right-hand side satisfies the identity

oy
re Er, [/O G(q57ps)d81

(12) Eyre |:/O G(QS,ps)d5:| = P (Yl_ e B—)

A—

T r
Te e

T4

In particular, taking G = 1, we deduce that the limit (4) exists almost surely, and satisfies the identi-
ties (5) and (6).

Proposition 2.11, Theorem 2.12 and Corollary 2.13 are proved in Section 5, where the potential the-
oretic interpretation of the Hill relation is also discussed. Assumption (D) is discussed in Appendix C,
where we use results by Kopec [ ] to show that it holds for example if A and B are bounded, and
F = —VV where V is smooth and grows at least quadratically at infinity.

2.6.2. Practical use in rare event algorithms. Let the assumptions of Corollary 2.13 hold. Following
the identity (8), to compute such an observable as T4, one has to estimate Er [r7 1Yy € B7] and
]P)NA,
from 74—, using the procedure described in § 2.5.3, and then use a rare event sampling algorithm to

(Y] € B7). To proceed, since under m4-, 7, = 0, one may sample an initial condition (go, po)

simulate a trajectory of (g, p;) over [0, 7y |, conditionally on the event {(qTf, pr) € B7}. Itis worth
pointing out here that, by the strong Markov property and Proposition 4.3 below,

Pr - (<q71—7p71—) € B‘) =Pr s ((qTO-,pTO-) S B—) :
where the notation 7 4+ refers to the restriction of 7+ to A* := I'* N (0A x R%). Therefore, to estimate
the left-hand side, it is also possible to initialise the rare event algorithm directly under 7 4+ (following
again the procedure from § 2.5.3). When using this trick to estimate Er  _ [ Y] € B~], one has to take
into account the time elapsed between 0 and T0+ to get the correct expected time (this small correction is

however often neglected in practice, see for example [ , Equation (6)], where the whole duration
of the reactive path is neglected).

3. Proofs of Lemmas 2.2 and 2.3

The proofs of Lemmas 2.2 and 2.3 rely on the following nonattainability result for the set I'°, which
is stated in [ , Proposition 2.7] in the case where O is bounded and F' is globally bounded and
Lipschitz continuous on R%.

Lemma 3.1 (Nonattainability of I'°). Under the assumptions of Lemma 2.2, for any (¢,p) € (R% x R?)\
170
Plgp (3t >0 (g, ) €T0) = 0.

Proof. Let 7° := inf{t > 0 : (g, p:) € I°}. It is sufficient to prove that for all 7 > 0 and (q,p) €
(RY x RH)\TY,
0
Plgp) (7" < T) =0.

Let (F})1>1 be a sequence of smooth compactly supported functions on R? such that F, = F on B(0, k).
Let (O )x>1 be a sequence of open, C? bounded sets of R? such that O, N1 B(0, k) = O N B(0, k). Let
IV := {(q,p) € 90, x R? : p-ni(q) = 0} where ny is the outward unitary vector to 0. Notice that
YN B(0,k) =I°NB(0, k).

Fix (¢,p) € (R? x RY) \ T k > |g| and consider the process (g s, x.¢)r>0 defined as the unique
strong solution to (1) with F}, instead of F, driven by the same Brownian motion as (g, pt)¢>0 and with
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the same initial condition (g, p). It is then a standard result on strong solutions that (g ¢, p ¢) and (g¢, pt)
coincide until the first time they exit B(0, k) x RY. Let

TIS = mf{t Z 0: (Qk7t,pk7t) S Fg}

By[ , Proposition 2.7], one has that for all 7" > 0, P(qm)(ﬂg < T)=0,since Oy is a C? bounded
set of R? and Fj, is bounded and globally Lipschitz continuous.
LetT > 0. Fork > 1,

]P’(q,p) (TO < T) = ]P’(q,p) (TO <T g, € B(O, k)) + ]P’(q,p) (TO <T, g0 §é B(O, /{?)) .

On the one hand, P, ,)(7° < T,q0 € B(0,k)) < Pp(ry < T) = 0, since T, N B(0,k) =
' N B(0, k). On the other hand,

Pg.p) (TO <T. g0 ¢ B(ka)) <Py < sup |qt| > k) — 0,
t€[0,7] k—o0
which completes the proof. O

We may now present the proofs of Lemmas 2.2 and 2.3.

Proof of Lemma 2.2. To prove the first part of Lemma 2.2 on initial conditions (¢, p) € (R% x R%)\ T?,
we concentrate on the case when ¢ € O or (¢, p) € I'": the case when ¢ € R4 \6 or (g,p) € I'" can be
treated similarly using the exterior sphere property instead of the interior sphere property.

Let us first prove that 7 > 0. If ¢ € O, this is obvious. If (¢,p) € I'", this follows from the interior
sphere property: Assumption (B) ensures that there exist » > 0 and gin¢ € O such that B(gint,7) C O
and B(ging,7) N (RY\ O) = {q}. Then it is clear that ¢ — giny = 7n(q), therefore using the fact that
qt — q ~ tp when t — 0, we get

lar — qint” = @ — qI* +2(as — @) - (¢ — qimt) + | — qins|* = 7> + £ (2rp - n(q) + 0(1))
which implies that ¢; € B(gint, ) for ¢ > 0 small enough since p - n(¢q) < 0, and therefore that 7 > 0.

Let us now conclude the proof of the first part of Lemma 2.2. It follows from Assumption (B) that
R%\ O has positive Lebesgue measure and thus, by Assumptions (A1-A2), it is a recurrent set. Therefore,
almost surely, there exists ¢ > 0 such that ¢, € R?\ O, which by continuity of the trajectory (g;)i>0
implies that 7 < -+o00. Moreover, by the differentiability of this trajectory, we have (¢,,p,;) € [T UT?
and by Lemma 3.1, we conclude that (¢,,p;) € I'". This concludes the proof of the first part of
Lemma 2.2.

Let us now prove the second part of Lemma 2.2, concerning initial conditions (¢,p) € T'Y. We
will reuse the notation Fi, O, (qk,¢, Pk,¢))e>0 from the proof of Lemma 3.1, and let O}, be an open,
C? bounded set of R? such that 9}, N B(0,k) = (R?\ O) N B(0,k). For k > |ql, by [ ,
Proposition 2.8 (i)] we have, almost surely,

inf{t > 0:qps € O} =inf{t > 0: qpy € O} =0,
which by the continuity of the sample paths of (g +);>0 and Lemma 3.1 implies that, almost surely,
inf{t > 0: (g, pr) €Ty} =inf{t > 0: (g, prye) €T} =0.
By the same localisation argument as at the end of the proof of Lemma 3.1, we conclude that the same
property holds for (g¢, p¢)¢>0 in place of (g ¢, Dk ¢)¢>0- O

Proof of Lemma 2.3. Let us argue by contradiction and assume that either sup,, > 7 =T < +o0or
Sup,>0 7, = 1 < +o00. Then Remark 2.4 shows that both sequences accumulate at the same time 7".
By the continuity of the trajectory of (¢, pt)¢>0, we deduce that

lim Y, = lim Y, = (qr,pr).

n—-+o0o n—-+o0o
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Since, by Assumption (B), the mapping ¢ — n(g) is continuous on X, we then obtain

lim p +-n(g+)= lim p - -n(q-)=pr nq)

n—+o00 n—+oo” n
But since p_+ - n(g,+) > 0 while p_— - n(g,-) < 0, one gets as a consequence that pr - n(gr) = 0.
In other words, there exists 7' < +oo such that (qr,pr) € T'%, which by Lemma 3.1 has probability 0
under P, ;. for any (¢,p) € (R? x R?) \ IV, O

4. Proofs of Theorems 2.5 and 2.8, and of Proposition 2.9

This section is organised as follows. In Subsection 4.1, we first show that the probability measures
7t and 7~ defined in Theorem 2.5 are invariant for the Markov chains (Y,),,>0 and (Y, ),>0, respec-
tively. In Subsection 4.2, we show that the Markov chain (Y,>),,>0 defined in Theorem 2.8 is Harris
recurrent. These two results essentially yield all the necessary ingredients to complete the proofs of The-
orems 2.5 and 2.8, which is carried out in Subsection 4.3. Subsection 4.4 is then dedicated to the proof

of Proposition 2.9.

4.1. Existence and identification of the invariant measure. Let £ be the infinitesimal generator of the
solution to (1), which is defined on smooth functions ¢ : R x R4 - R by

LO=p-Vedp+F(q) Vpd—p- Vo +v87 Apo.

The building block of the identification of 7 and 7~ as invariant measures for (Y,,"),,>0 and (Y, )n>0
is the probabilistic interpretation of the Dirichlet problem associated with £, presented in Proposition 4.1
below. While similar statements are standard for elliptic diffusions, we were not able to find a proof of it
in the literature which covers the case which we consider, namely with the degenerate operator £ and the
unbounded domain O x R¢ in the phase space. Therefore we provide in Appendix B a complete proof,
partially based on our previous results [ ] on the kinetic Fokker—Planck equation.

In the next statement, we extend the definition of the stopping times 7;” and TJ_ for initial conditions
(q,p) € TO by letting in this case To = Tgr = 0. According to the second part of Lemma 2.2, it remains

true that 7, = inf{t > 0: (¢, pr) € '~} and 75" = inf{t > 0: (g, pt) € T}

Proposition 4.1 (Dirichlet problem). Let the assumptions of Theorem 2.5 hold.
(i) Let f~ : T~ UTY — R be continuous and bounded, and
u” :(g,p) € R? x R Eg.p) [ff(qTof,pTof) :
The function u™ is continuous on the closed set (R4\ O) x R%, C™ on the open set (R4\ 0) x R?
and it satisfies
a3 Lu” =0 in (R4\ 0) x RY,
u = f onT~UTY.
(ii) Let fT : Tt UT? = R be continuous and bounded, and
ut:(g,p) €RI xR By [f*(qT;,pT;)] :
The function v is continuous on the closed set O x R%, C™ on the open set O x R% and it

satisfies

Lut =0 in O x R
(14)

ut = f* onTTUTO.
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Remark 4.2 (Uniqueness for the Dirichlet problem). Converse statements to Proposition 4.1 also hold.
Namely, if u™ is bounded, continuous on (R?\ 0) x RY)UT~, C? on (R%\ O) x RY, and satisfies the
Dirichlet problem

u = f onl'™,
then for any (q,p) € (R4\ 0) x R*) UT~, we have u™(q,p) = E(g,p) [f_(qTJ,pTJ)]. This statement
is obvious for (q,p) € T™. If (¢,p) € (R?\ O) x RY, then by Itd’s formula, we have for any t > 0,

{ﬁu =0 in (R4\ 0) x RY,

tATy
u- (qt/\’ro_’pt/\fro_> = u_(q,p) tv 27ﬁ1/0 vpu_ (QS?pS) -dW,
and then

u(¢,p) = Egp) [U_ <qt/\7'0_7pt/\7'0_)] )
see | , Section 3.1] for details. The conclusion then follows from the dominated convergence
theorem, letting t — +00 and using the fact that by Lemma 2.2, 7, < +oc and (qTJ,pTJ) el
almost surely.
Of course, a similar statement holds for the Dirichlet problem (14).

Using Proposition 4.1, one can show the following result concerning the invariance of the probability
measures 7+ and 7.

Proposition 4.3 (Invariance of 7 and 7). Let the assumptions of Theorem 2.5 hold, and let ™ and 7~
be the probability measures defined there.

(i) If (g0,p0) ~ 7, then (q.—,p.=) ~ 7.

(ii) If (qo. po) ~ 7~ then (q,+p,+) ~ 7.

Combined with Lemma 2.2 and the strong Markov property, Proposition 4.3 entails that the probability

measures 71 and 7 are invariant for (Y,F),>0 and (Y, ),>0, respectively.

Proof. We only prove the first point, the proof of the second point follows from symmetric arguments.
We thus assume that (go,po) ~ 71, fix f~ : I UTY — R continuous and bounded, and define the
function u~ on R% x R? as in Proposition 4.1. Recall that 7+ and 7~ respectively have densities o
and o~ (defined in (9)) with respect to the measure dos(q)dp.

Sketch of the argument. The idea of the proof relies on the following integration by parts formula

/ _ ﬁu—(q,p)p(q,p)dqdp=/ p- (—=n(q))u"(g,p)p(q, p)dos(q)dp
(15) (R4\O) x R4 xR

+/ ~ u (gq,p)L"p(q,p)dqdp,
(RA\O) xR

where the differential operator £* is the formal L?(R? x R?, dgdp) adjoint of £ defined by

(16) L% =—p- Vb = Vp - (F(Q)¥) + 7V - (p) + 87 Apih,

for smooth functions v : R? x R — R. Now, Proposition 4.1 shows that Lu~ = 0 on (R?\ O) x R,
while by Assumption (A2), L*p = 0 everywhere. Therefore, we deduce that

0:/ p-n(g)u (g,p)p(q,p)dos(q)dp
17) xR

= / p-n(g)u”(q,p)p(g, p)do=(g)dp + /F+ p-n(g)u (¢, p)p(q, p)dos(g)dp.



14 Tony Lelievre, Mouad Ramil, and Julien Reygner

We will show below that (17) implies the result. However, since the domain of integration (R%\ O) x R?
is not bounded, and the derivatives of ™~ are generally known to blow up when ¢ approaches X [ 1,
the integration by parts formula (15) requires some care. Thus, a detailed proof of (17) is provided below.

Proof of Proposition 4.3 under the assumption that (17) holds. Let us first conclude the proof taking (17)
for granted. By the definition of u~, 7+ and I'*, we have

B [ (s )] = [ Bian [5 (o) = ctaam

1

=z .7 n(¢)u~(g,p)p(q, p)dos(q)dp.

(18)

Using (17), we then have

ZVE,+ [f* (qTJ,pT(;)] = —/_p- n(q)u” (¢,p)p(g; p)dos(q)dp,

while by Proposition 4.1,

/p -n(q)u” (¢,p)p(q, p)dos(q)dp :/ p-n(q)f (q,p)p(q, p)dox(q)dp
= —Z_/ f~(q,p)7 (dgqdp).
Y xR
Letting f~ = 1 shows that Z~ = Z™T, and we finally conclude that
Ert [f (QTJ,PT(;)} = /E ! (@P)7 (dadp),
which implies that, under P+, (qTJ , pTJ) ~ T,

Proof of (17). Let M > 0and Uy, be a bounded, C? and open subset of R? such that Uy, NB(0, M +1) =
(R4\ ©) N B(0, M + 1). Notice that in particular, ¥, := Uj,s and ¥ coincide on B(0, M + 1), and on
this ball, the normal vector njs(q) to ¥, pointing toward the interior of U, coincides with n(g).

By [ , Lemma 14.16, p. 355], there exists ctg > 0, which depends on M, such that the Euclidean
distance function to X5, which we denote by dy,,, is C? on the set {q € Uy ds,, (q) < ap}, and it
satisfies the eikonal equation |Vdy;,, (¢)| = 1 there. For any « € (0, vp), let

uM@ = {q e Up: dzM(q) > Oé}.

The set Uz, is open, bounded and by the implicit function theorem, its boundary is C 2,
Lettps : RY x R? — [0, 1] be a C™ function such that

1 if (¢,p) € B(0, M) x B(0, M),
0 if(q,p) € B(0, M + 1) x B(0, M + 1),

o (g, p) = {

and such that V,¢p7, Veps and Agepy are bounded on RY x Re, uniformly in M.
For any (q,p) € Upsa x RY, we obviously have

(g, p)p(g, p)Lu(g,p) = 0,

by Proposition 4.1 and the construction of ¢y;. Since, by Proposition 4.1 again and the construction of
the set Uz, u~ is C on the closure of the bounded set Uz, x B(0, M + 1), all differential terms in
Lu~ can be integrated by parts on Ups o X R? to yield the identity

(19) 0= / a1 (a, 0)p(g, p) L (g, p)dgdp = T + 1+ TIT 4+ 1V,
UJV[’Q XRd
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with

H
I

/E - (g p)p(q; p)u™ (¢, p)(—=p - nma(q))dos,, , (q)dp,

IT:

/ ev (g, p)u” (g, p)L*p(g, p)dgdp,

Upz,o XRE

I = /u y u”(¢,0)p(q,0) {—p - Vgtar — (F(q) —vp) - Viprar + 78~ Apeas } dgdp,
M,a X

IV = 27871 u (q,p)Vpp(q,p) - Vprr (g, p)dgdp,

Unpg,a XRE

where, in I, nys o (¢) is the normal vector to ¥y o := 0Ujy,o pointing toward the interior of Uy, o, while
dos,, . (q) is the surface measure thereon.
Since p is the invariant measure, £L*p = 0 and thus IT = 0. Since the integrand in III and IV is
bounded in Uy, x R? and vanishes outside a bounded set, it follows from the dominated convergence
theorem that
lim IIT = / w”(¢,p)p(q,p) {—p - Vgrnr — (F(q) — D) - Viptar +vB8~ Apear } dgdp,
al0 Ups xR

(20)
IV = 257" u”(:p)Vpp(a,p) - Vpear(q, p)dgdp.

u]\/[ xRd
To complete the proof, we now show that
e tmi= [ i@pplapin (@0 -p: ni(@)dos, (.
al0 ¥y xR
and then conclude by letting M — +oc.

Proof of (21). Since v~ is continuous and bounded on the closed set (R% \ O) x R%, it may be extended
to a continuous and bounded function on R¢ x R?, which we still denote by v . The resulting function
g defined on R? x R? by
9(ap) = (g, p)p(a, p)u” (4,p)
is then continuous and compactly supported. In particular, it is bounded and uniformly continuous on
R? x R?. As a consequence, it can be mollified so as to construct a family g, of C'> functions with
compact support, which converge to g uniformly when € — 0.
For € > 0, by the divergence theorem,

/ 9e(q,P)p - "alq)dos,,  (q)dp = / P Vqge(q, p)dgdp
Z]Mya XRd

UM,QX]Rd
- 1 V.. (¢, p)dqdp,
/u O (@>a}P - Vqge(q, p)dgdp

and since Vg, is globally bounded and compactly supported, by the dominated convergence theorem,
the right-hand side converges to

/u de-ngg(q,p)dqdp= / 9e(q,p)p - num(q)dos,, (¢)dp
M X

Z]M xRd

when « | 0. As a consequence, for any € > 0, we have

lim sup
al0

<timsupllg o (75, (B + 05, ®D) [ ol
al0 B(0,M+1)

/ 9(q; p)p - nme(g)dos,, , (q)dp — / 9e(q, p)p - nasr(q)dos,, (q)dp
Z]Mya XRd

Z]M xRd
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Therefore, to complete the proof of (21), it remains to check that lim sup,, o os,, (R?) < 4o0. In fact,
we shall prove the more precise result that

limoy,, (Rd) = 0%y (Rd)'
al0 ’
To do so, we observe that the proof of [ , Lemma 14.16, p. 355] entails the identity

nM,Oé(Q) = deM (Q)

for any a < g and ¢ € Yjr,o. As a consequence, letting Cay o := Ups \ Unpz o, We get

0SS M (Rd) —O0Sy (Rd) = VdEM (Q) ’ nM,a(Q)dUEM,a (Q) - VdEM (Q) ’ nM(Q)dUEM (Q)

Mo Xm

and the right-hand side vanishes when « | 0, because Ady;,,(¢q) is bounded on {dsx;,,(¢) < ag}. This
completes the proof of (21).

Conclusion of the proof of (17). Putting together (19), (20) and (21), we obtain the identity

/ e (¢ P)p(g; P)u” (g p)p - nu(q)dos,, (¢)dp

EJM XRd

N /u Rd u™(4:p)p(¢,p) {=p- Vi = (F(q) = p) - Vpear + 78 Apear } dgdp
M X

+ 29871 u (q,p)Vpp(q,p) - Vpar (g, p)dgdp,
uM xRd

which, by the properties of the set U, and of the function ¢y, rewrites

/ o1(a, (e, p)u (g, p)p - n(g)dos(g)dp
S xR4
= / —u (g.p)pla,p) {—p Vairr — (F(q) —vp) - Vptar + 87 Apiar } dgdp
(R4\OQ) xR
+ 27871 _ u (¢,p)Vypp(q,p) - Vpin(g,p)dgdp.
(RNO)xR?

Since u~ is bounded, it follows from Assumption (C) and the dominated convergence theorem that the
left-hand side converges to

/ p(g, p)u”(q,p)p - n(g)dos(q)dp
S xRd

when M — +oo. Besides, all terms V,ear, Vpear and Ayeps converge pointwise to 0 while remaining
bounded uniformly in M. Therefore, by Assumption (A3), the boundedness of ™~ and the dominated
convergence theorem again, the right-hand side converges to 0 when M — +oco. This completes the
proof of (17), and thus of Proposition 4.3. U

We complete this subsection by stating an energy estimate on the functions ©~ and u™, which will not
be used before Subsection 4.4 but follows from the same arguments as the proof of Proposition 4.3.

Lemma 4.4 (Energy estimates). In the setting of Proposition 4.1, we have

- Z-+Z%,
/ _ IVeu(g,p)Pelg, p)dadp < “—=—| 112, < 400,
(R9\O)xRd 276
and
Z-+7Z"
/ IVpuT (g, p)*p(q, p)dadp < ———If 1%, < +o0.
OxRd 2vp3
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Proof. We only prove the estimate on u~, the estimate on u™ follows from the same arguments. By
Proposition 4.1, we have
L((u™)?) =2u" Lu + 278V, u | = 2987 Vpu |2
on (R?\ O) x R<. With the notation of the proof of Proposition 4.3, we deduce that
/ e (g,p)£((w™)?) (g, p)p(g, p)dgdp = 2y57" w4, 9)|Vpu™ (g, 0)*p(g, p)dgdp.
Ung,o XRE Ung,o XRE
By the exact same arguments as in the proof of Proposition 4.3, which only rely on the boundedness and

the continuity of u~, the left-hand side of this identity can be decomposed as the sum of four terms I, II,
IIT and IV resulting from integration by parts, and then shown to satisfy

lim lim v (q,p)L((w™)?) (g, p)p(q, p)dgdp = / (=p - n(q))u (¢,p)*p(g, p)dos(q)dp,
M—+o00 a0 Uns o XRE S xR

which by Assumption (C) and the boundedness of v~ is well-defined and satisfies

[ n<q>)u<q,p>2p<q,p>daz<q>dp' <1 [
Y x R4

xR
=132 +2%).

On the other hand, it directly follows from the definition of U/, and ¢j; that

, Ip - n(q)|p(q, p)dos(q)dp

lim lim v (q,p)|Vpu (q,p)*p(g, p)dgdp = / ~|Vpu(q,p)p(q,p)dgdp,
M—+00 a0 Ung o XRE (R4\O) x R4
which yields the conclusion. O]

4.2. Harris recurrence of the chain (Y,>),,>0. In this subsection, we prove the following result.

Proposition 4.5 (Harris recurrence of the chain (Y,3),,>0). Under the assumptions of Theorem 2.5, the
Markov chain (Y, )m>o defined in Theorem 2.8 is Harris recurrent.

By Lemma 2.2, the chain (Y,3),,>¢ takes its values in the set
S=ExRHY\T =1tur-.

This set is endowed with the trace on S of the Borel o-algebra of R x R?, which makes it a separable
measurable space (see Appendix A). To prove Proposition 4.5, we construct a subset of S which is a
regeneration set, in the sense of Definition A.2, for this chain.

To proceed, we first fix ¢* € ¥. By Assumption (B), the exterior sphere property ensures that there
exist gy € R? and r* > 0 such that B(geys,7*) € (R?\ 0) and B(gext,7*) N O = {g*}. We set
P* = gext — ¢* and remark that p* = *n(¢*), so that (¢*,p*) € I'*. For any §, > 0 and §,, > 0, we now
set (see Figure 2 below for a schematic representation of the objects introduced in this section)

Rspsp = {(@:p) €07 ]g" — ] <64, [p" = p| < 6}
Proposition 4.5 simply follows from the combination of Lemmas 4.6 and 4.7.
Lemma 4.6 (Minorisation condition). Under the assumptions of Proposition 4.5, there exist o, > 0,

dp > 0, € > 0 and a probability measure X on S such that, for any (q,p) € Rs, s, P(qm)(ylz €. >
eA(+).

Proof. By Lemma 2.2, for any (¢,p) € I't, we have Y© € '™, P, p)-almost surely. Therefore, by
a monotone class argument, it is enough to prove the existence of o4, d,, € and A such that, for any
continuous and bounded function f~ : T~ UT? — [0, +-00),

V(q,p) € Rs,.6, u(q,p) =By [F7(Y7)] > eA(f7).
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Such a statement typically follows from Harnack inequalities associated with the operator £. Indeed,

by Proposition 4.1, the function v~ satisfies Lu~ = 0 on (R? \ O) x R? Besides, the Harnack in-
equality stated in [ , Theorem 2.15], which is based on previous results for kinetic equations
from [ ], asserts that if Ly~ = 0 on some subset O’ x RY of R% x R%, with O’ a bounded, con-

nected, C? open subset of R?, then for any compact subset I of O’ x R? there exists a constant € > 0,
which does not depend on f—, such that

inf uw (¢,p) >€ sup u (q,p),
(g.p)EK (g:p)eK

and thus one may take A(-) = P, ,,(Y{* € -) for any choice of a fixed (¢, p) € K.

However, this result cannot be applied directly here, because one would want to take for K the set
Rs,.5,» Which is a subset of & x R?. But since the identity Lu~ = 0 is only satisfied on (R? \ 0) x R,
it does not hold on cylindrical sets of the form O’ x R? with O’ 1Y # @. Therefore, before applying
the Harnack inequality, a preliminary work is needed to show that, starting from Ry, s, (g¢, pt) reaches
a compact subset K C O x R%, with O’ ¢ R?%\ O, before returning to O x R? (and thus to ¥ x R%),
with a probability which is uniformly bounded from below. This work is carried out in Steps 1 and 2.
The conclusion of the proof, with the application of the Harnack inequality, is detailed in Step 3.

Preparatory material. Let us denote by dy; the signed distance function to ¥ in R?, with the convention
that ds(q) > 0if ¢ € O and dx(q) < 0if ¢ € R?\ O. We recall that by Assumption (B), there is a
neighbourhood of > on which dy; is C2, and for any ¢ € 3 we have the identity n(q) = —Vds(q). As a
consequence, there exist §; > 0 and ¢, > 0 such that

(22) ¥(q.p) € B(g*,0g) x B(p",0,),  p-(=Vds(q)) > 0.
We now fix the following positive quantities:
20, t*r* 0 tr*
t* =1 N L S 6y = —N-2L 8 = A2
3+’ 1 6’ P 2 6 2’
and set

t*,,,,* _ .

: > < B (p".3))
Notice that, thanks to the definitions of (t*,84,6p), one has K C B(q*,d,) x B(p*,4,) and Ry, 5, C
(B(g*,8,) x B(p*,d,,)) N (X x R?). We refer to Figure 2 for a schematic representation of the geometric
setting in the position space.

K::E<q*+t* *

Step 1. We prove in Steps 1 and 2 that there exists a > 0 such that
(23) V(q,p) € R6q76p7 P(q,p)((Qt*apt*) € K, T(; > t*) > .

To proceed, we first let F :R? — R be a C*°, bounded and globally Lipschitz continuous function such

that F(q) = F(q) for any q € B(g", d)- We denote by (g, pt)¢>0 the unique strong solution to (1) with

Fin place of F'; driven by the same Brownian motion (W});>o and started with the same initial condition

(¢,p) € Rs,.5, as (qt, Pt)t>0, s0 that (g¢, p¢) and (¢, p¢) coincide until they leave the set B(q*, Jy) X R4,
For any t € [0, t*],

- ‘ /0 t (F@) ) ds + /2981w,

t
sc/0 (13 — (@ + sp)| + [Ps — pl) ds + Sy pe

t
|at—<q+tp>|+|ﬁt—p|=\/ (5, —p) ds
0

where the constant C' > 0 depends on y and the Lipschitz constant of F, and

t o~
Sq sup / (F(q + sp) — 'yp) ds + /2v8-1W;
0

te€[0,t*]

)
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FIGURE 2. Schematic representation of the objects introduced in the proofs of the Har-
ris recurrence of the chain (Y,>),,>o. Here, I1,(q,p) = q denotes the projection on the
position space. Typically, a trajectory (dashed red line) starting in R, 5, goes through K
before crossing 3.

We deduce from the Gronwall lemma that

sup {[@ — (q+tp)| + [P — p|} < Sqpe®".
te€[0,t*]

On the event {5, , < §”e~C!"}, we therefore have for any ¢ € [0,*] (since |p| < r* + &),
G — ¢ <@ — (g +tp)| + g +tp — ¢ <"+ 6g +t"(r" + 5) < &,
e =" < |pr —pl + [p—p"| < 0" + 0, <0,
which by (22) ensures that ¢; = g, pr = pt, and p; - (—Vdx(g)) > 0 for t € [0,t*], so that 7, > t*.

Furthermore,

k%

* * %k -~ * * * * %k * t
e = (" + ') < (G — (g +p)[ +1(g+1"p) = (¢" +7p") < 6"+ 05 + 170, < ——,

which implies that (g, pi+) € K. As a consequence, the estimate (23) follows from the fact that

(24) ai= it P (8, <) >0,
(a.p)ERsg,0p

which is proved in Step 2.

Step 2. We now prove the estimate (24). In this step we simply write
1

Yo

and remark that, since Fis globally bounded, there exists h > 0 such that, for any t € [0,t*] and
(q,p) S qu,(;p, |ht| < h.

§i=06"e"" = (F(q+tp) —7p) € RY,
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By the Cameron-Martin formula, for any (g, p) € R;, 5, we have

P (Sq’p <0)=E |:]1{Supt€[0,t*] lv 2“/51Wt|§5}Mq’p:| ’

t* 1 t*
My, = exp / hy - dW; — = / |ht|2dt .
0 2 Jo

We therefore deduce from the Cauchy—Schwarz inequality that

2
P (supyefo ) V295 TWi| < 0)
E [Mqp] '

The numerator in the right-hand side is positive for any value of ¢, and does not depend on (g, p). The

t* 1 t*
exXp (—/ htth+§/ |ht|2dt>]
0 0
t* 1 * ) t* )
exp | — h - dWy — — |he|“dt ) | exp || dt
0 2 Jo 0

< exp (t*EQ) ,
therefore (24) holds with

]P)(S‘LP < 5) >

denominator satisfies

=E

2
a:=P ( sup [V 27871 < 5) exp (—t*52> .
]

te[0,t*

Step 3. We may now complete the proof. Following the discussion in the introduction of this proof, we
fix a continuous and bounded function f~ : T~ UT? — [0, 400). For any (¢,p) € Rs,.5,» we deduce
from (23) and the Markov property for (¢, pt)+>0 that

IE(q,p) [fi(le)] = IE(tm) [ff(qﬁ;apﬂ; )}

Z Egp) |:]1{7_0_>t*7(qt*7pt*)eK}f_(q7’0_7p7'0_)

>« inf u (q,p),
za f (¢,p)

with u™ (g, p) defined as in Proposition 4.1. From the definition of K, t* and p*, we deduce that for any
(¢,p) € K,

k%

t*r
g = Gext| < |lg = (¢" +t"0")| + (" +7P") — Gext| <

t*
(1 - t)pt| = (1 - 5) <t

which by the exterior sphere property implies that &' C (R?\ O) x R?. Therefore there exists an open,
bounded, C? and connected set O’ such that

K c O xRc (R4 O) x RY
Hence, by Proposition 4.1, Lu~ = 0 on O’ x R%. Therefore, the Harnack inequality from [ ,
Theorem 2.15] applies and shows that there exists ¢ > 0, which does not depend on the choice of f~,
such that

inf u(¢q,p) =€ sup u (q,p) > €eu(¢" +t*p*,p*).
(g:p)eK (¢,p)€K

We finally complete the proof by letting A(+) := P(q*th*p*,p*)((ng ,pTJ) € -)and € := €. O

Lemma 4.7 (Recurrence of Ry, s5,). Under the assumptions of Proposition 4.5, for any dg > 0,6, >0
and (¢,p) € S, Py y(3m > 1:Y,Y € Ry, 5,) = L.
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Proof. For the sake of legibility, throughout the proof we fix d, and J, and simply denote R = Ry, s, -
Let (¢,p) € S and let Tg := inf{t > 0 : (q:,p:) € R}. Since, by Lemma 2.3, the sequences (7,1 ),>0
and (7,, )n>0 do not accumulate, it is sufficient to prove that

(25) P(q,p)(TR =+00) =0.

For n > 1, let us define the set E,, by (see Figure 2)
1 1
By = {(q,p) €OxR:|g—q"| < Sl =p < E}’

and set 7, = inf{t > 0: (q,pt) € Ey}. Since the process (g, pt)+>0 is ergodic and E,, has positive
Lebesgue measure, then for all n > 1, P(q,p)(TEn < 4+00) = 1. Therefore,

]P)((LP) ﬂ {TEn < +OO} =1,
n>1

and the condition (25) is equivalent to the equality

n—+oo
n>1
For n > 1, the strong Markov property at the stopping time 7z, ensures that

Plgp) (T, < +00, 7R = +00) = E(gy) |:]1{TEn<+OO}P( (TR = +00)| .

drg, PTg, )
Therefore, if one proves that
lim  sup P, (TR = +o0) =0,
" (4.p)e By
the claimed result easily follows from the application of the dominated convergence theorem. Let o €

(0,1/2) and t,, := n~'/(1+®) < 1. We prove here the stronger convergence

lim  sup P, (TR >tn) =0.
" (g p)EBn "

Letn > 1, (q,p) € E,, and

o = inf {t > 0: (q,pt) & B(q*,34) X P(p*,ép)} .

We first prove in Step 1 that, for n sufficiently large, if the process remains in B(q*,d,) x B(p*,d,)
until the time ¢,, (i.e. o > t,), then necessarily, 7r < t,. Then we conclude in Step 2 by showing
that the process necessarily leaves B(g*,d,) x B(p*,6,) before the time ¢,, uniformly in the initial
condition (g, p).

Step 1. On the event {0 > t,,}, for any t € [0, t,,], we have |p; — p| < 1t + cot®, where

% (% Wt
c1:=sup {|F(¢) = ', (d',0') € B(q",09) x B(p™,0p)},  c2:= sup 275—1%.
<t<

Notice that since o < 1/2, the random variable cs is finite, almost surely. As a result,

tn
lat, — (@ +twp™)| =g —¢" +/ (pr — p*)dt
0

IN

tn
lg — ¢ + tulp — P +/ et + eot®|dt
0

< 1 + tn + Clt% Cgthrl
- n 2 a+1"°
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We now recall the notation r* = p* - n(¢*) = [p*| > 0. By the expression of ¢,, there exists a determin-
istic index ng > 1 such that for all n > n,

L+t, cit?2 r*
— < —t,.
n g =g
Let n > ng. On the event
cototl r*
An :{U>tn7 Oé—T—l Sgtn )
one has
. r* . 4r*
20 i~ = (#1071 tn = St

In addition, using the Cauchy—Schwarz inequality, one has also that

*

,
(@t — 4" = tap”) - n(q7) 2 —Ftn.
As a result, either ¢;, = ¢* or

(9, — @) -n(g") _ (a1, — " = tnp") - n(g") +tap" n(g*)
|9, — ¢ \qt, — ¢ -

We deduce from this estimate that, on the event A,,,

DO | —

’(Jtn - Qext’2 = ’(Jtn - q*’2 + Q(Qtn - q*) : (q* - Qext) + ’q* - Qext’2
= la, — a** = 2r* (@, — ¢) - n(q") + (r")?
<lgt, — ¢ = r*lar, — ¢+ ()%

Let ny be a deterministic index chosen large enough for the identity ¢,, < 3/4 to hold for n > n. Then
by (26), if n > ng V np then either ¢;, = ¢* or |q:, — ¢*|*> — 7*|qs, — ¢*| < 0 and, by the previous
inequality, |q¢, — gext| < r*. Thus, in both cases, by the exterior sphere property, ¢;, ¢ O, and since we
place ourselves on the event {o > t,, }, then necessarily 7 < t,,.

As aresult, for n > ng V ny and (q,p) € E,,

toz-‘,—l *
]P’(q,p) (T’R > tn) = ]P(q,p) (T’R > tn,A%) < P((va) (O’ < tn) + P (762 i 1 > %tn> s

where A¢ denotes the complement of the event A,,. Since ¢y is almost surely finite and ¢,, vanishes when
n — +00, we first note that

and the limit is uniform in the initial condition (g, p). Therefore, to complete the proof, it remains to
show that

lim  sup P, (0 <t,) =0,
" (g p)eBn

which is the objective of the last step of the proof.
Step 2. For n large enough, E,, C B := B(q*,8,/2) x B(p*,5,/2), so that

sup  Pryp) (0 <tn) < sup Py (0 <tp).
(¢.p)EER (¢:p)eB

Let us define

= _ sup {lpl v 1F(q) — ypl}-
(g,p)€B(g*,0q) % B(p*,0p)



Estimation of statistics of transitions and Hill relation for Langevin dynamics 23

Then for any (¢,p) € B,

IP’((M,)(U <tp) = Pg.p) (Silp |gtne — q*| > 64 or Silp |ptre — 0| > 5p>
t<ty t<t,

tAo 6
sd 2
/0 psds| > 2)

tAo
/0 (F(gs) — yps)ds + /2987 Wine

SP@@(ﬁy

517
).

+Pwm<§?

tAo
/ psds
0

On the one hand,

< sup(t A o) < Cty;
t<tn

sup
t<tp

on the other hand,

tN\o tN\o
Sup / (F(gs) = vps)ds + /2971 Wips | < Sup / (F(qs) — yps)ds| + Sup V2987 Wine|
<tn |JO <tn [JO <tn
< Ct, + sup /2671 [W|.
t<tn
Therefore,

_ 1)
Pp(o <tn) < L, >5,02) + P (ctn + sup V278 HWy| > 5”) .

t<tn
The right-hand side no longer depends on (g, p) and vanishes when n — +oo, which completes the
proof. U

4.3. Completion of the proofs of Theorems 2.5 and 2.8. We have proved in Subsection 4.1 that the
probability measures 7 and 7~ defined in Theorem 2.5 are invariant for the Markov chains (Y,,"),,>0

and (Y,; )n>0, and in Subsection 4.2 that the Markov chain (Y,>),>0 defined in Theorem 2.8 is Harris
recurrent.

We first complete the proof of Theorem 2.8 by checking that the probability measure 7> defined there
is invariant for the Markov chain (Y,>),,>0. To do so, we let f : S — R be measurable and bounded.
From the definition of 7> and Proposition 4.3, we get

Eqs [f(Y1)] = % /F . Ean /(0 p,)] 7 (dadp) + % /F B [F(ap,0)| 7 (dadp)

1 _ 1
=5 () + §7T+(f) = (f),
which is the expected result.
It now remains to complete the proof of Theorem 2.5 by checking that the Markov chains (Y,,"),>0
and (Y, )n>0 are Harris recurrent. But since these chains are the traces of (Y,>),,>0 on I't and I'~,

respectively, this statement immediately follows from the combination of Theorem 2.8 and Lemma A.6.

4.4, Proof of Proposition 2.9. In this subsection, we assume that ' = —V'V and prove Proposition 2.9.
To proceed, we fix continuous and bounded functions f5 : I~ UT? - R, ;7 : TT UT? — R, and set

V(q,p) € Rd X Rd? Ua(QaP) = E(qvp) [f()i(yroi)] ’ UI(Q7P) = IE(q,]o) [flJr(R(Yroi))] .

We then set v; := u] o R, so that by Proposition 4.1, we have

(27) Lug =0, L(v]oR)=Lu; =0,  on(R"\0O) xR,
and on the boundaries '™ and I'*:
_ v onI'~, _ P>(fF oR)(R , onI'—,
(28) U’O (y) — fOE(yz N vy (y) _ N (fl )( (y)) N
P¥f; (y) onT*, 0 on I,

where P* denotes the transition kernel of the Markov chain (Y,%),,>0.
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Similarly to Proposition 4.3, the proof relies on the formal integration by parts formula

/(Rd\o)de vy (q,p)Lug (¢,p)p(q, p)dgdp = /Edep-(—n(Q))uO(q,p)vl(q,p)p(q,p)daz(q)dp

+ / _ L(vy oR)(g,p)(ug o R)(g,p)p(q, p)dgdp,
(RAN\O) x R4

which uses the reversibility up to momentum reversal of the continuous-time Langevin dynamics. By (27),
this identity reduces to

(29) /E P n(q)ug (¢,p)vy (¢,p)p(g, p)dos(q)dp = 0.

In the sequel, we show how to complete the proof of Proposition 2.9 taking (29) for granted, and then we
justify rigorously the identity (29).

Proof of Proposition 2.9 under the assumption that (29) holds. Separating the integrals over '~ and I'"™
in the left-hand side of (29), and using (28), we end up with the identity

[ 7 @O PR e RRE ) = [ @A P ),

T+
The right-hand side directly rewrites

| T @ PR ) = B 1O (07)].
while setting y* = R(y ™) in the left-hand side yields
|7 @O 6OPP U o RIRGO) = [ @)y RGP o R

= Err [fo ROGSAROT)]
since it is obvious from their expressions in the conservative case that 7~ and 7 are the pushforward
of each other by R. We thus conclude that under P+, the pairs (Yg", Y¥) and (R(Y;"),R(Yg")) have
the same law. Using the same arguments but with an integration by parts on the domain O x R? and
test functions defined accordingly, we show that the pairs (Y;”, Y;¥) and (R(Y;¥), R(Y")) also have the
same law under P -, and thereby under P_sx. O

Proof of (29). We use the same notation as in the proof of Proposition 4.3, and first write
0= / wm (a4, p)vy (4, p)Lug (4, p)p(g, p)dgdp,
MJVI,Q XRd

thanks to (27). Using the reversibility up to momentum reversal of the continuous-time Langevin dy-
namics with respect to u(dgdp) = p(g, p)dgdp, we get the integration by parts formula

/ (g, p)vy (g, p)Lug (g, p)p(g, p)dgdp

U o xR4

= / (=1 - nara(@)) e (g, p)vy (g, p)ug (4, p)p(q, p)dos,, . (¢)dp
E]V[’a XRd

+ / (45 0 R) (g )L((tarvy) o R)(a, p)p(a, p)dadp,
Uns,o XRE

see [ , Section 2.2.3.1] for details on the computation. On the one hand, by the same arguments as
in the proof of Proposition 4.3, we get

lim i —p- - - d d
phm lim zM,ade( P naa(q))en (g, p)vy (¢, p)ug (¢, p)p(q, p)dos,, , (q)dp

= / (=p - n(q))vy (¢,p)uq (¢:p)p(g, p)dos(g)dp.
Y xR4
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On the other hand, setting (%, := 137 o R, we get
L((earvy) o R) = L(eruy)
= L]F\Zﬁuf + UIEL]F\% + 27ﬁflvpbﬁ/l -Vpuy
=uy L+ 29871V R, - Vur,

thanks to (27) again. Therefore,

[ R pE(eani) o R)a.p)ola. pidadp

MJVI,Q XRd

= / uy (¢, —p)uy (¢,p) L5 (q,p)p(q, p)dgdp
MJVI,Q XRd

+2y871 ug (¢, —p) ViR (g, p) - Vpui (q,p)p(g, p)dgdp.

UJVI,Q XRd

The boundedness of u , u; , the definition of ¢, and Assumption (A3) allow to show that

lim lim u_ [ u_ 9 ﬁLR ) 9 d d — 07
M=o al0 Jogy, o xRd o (@, —p)uy (q,p) Ly (g, p)p(q; p)dgdp

while the Cauchy—Schwarz inequality yields

/ ug (g, —p) ViR (g, p) - Vyuy (¢,p)p(g, p)dgdp
MJVI,Q XRd

M,a xR

1/2
< lug [loo </M y IVpLMq,p)IQP(q,p)dqdp/u IVpul(q,p)lzp(q,p)dqdp> -
M,a X

By the definition of ¢y,

li i v, R : 2 p)dgdp = 0,
Moo ald Jugy, m Vi (:0)* (g, p)dgdp
while by Lemma 4.4,
/ Vyui (q:p)*p(q: p)dgdp < / Voui (g, p)?p(g, p)dadp < +oo.
Un o X (RA\O)x R4
Overall, this completes the proof of (29). =

5. Proofs of Proposition 2.11, Theorem 2.12 and Corollary 2.13

This section is divided into four subsections. In Subsections 5.1 and 5.2, we temporarily leave the
Langevin dynamics (1) aside and consider an arbitrary Markov chain (Y,),>0, With transition kernel
denoted by P, which takes its values in a separable measurable space S. We work under the following
general setting for the Markov chain (Y},),,>¢ (we recall that generalities on Harris recurrent chains are
gathered in Appendix A):

(E1) The chain (Y},),,>0 is positive Harris recurrent on S. Its unique stationary probability distribution
is denoted by .
(E2) There exist two measurable sets A, B C S such that S = AUB, ANB = &, and 7(A)7(B) > 0.

Under Assumptions (E1-E2), we establish general versions of Proposition 2.11 and Theorem 2.12.
Then we check in Subsection 5.3 that Assumptions (E1-E2) are satisfied by the sequence (Y, ),>0 in
the setting of Subsection 2.6, which proves Proposition 2.11 and Theorem 2.12. We also prove Corol-
lary 2.13 there. Last, in Subsection 5.4, we exhibit remarkable identities between reactive distributions

in the conservative case.
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5.1. Reactive entrance and exit distributions.

nto == min{n > 0:Y, € A}, ngo = min{n > i, Y, € B},
My = min{n > 5% 1Y, € A}, Mepy1 = min{n > ¢, Y, € B, k> 0.

Both (17} )k>0 and (15 )k>0 are sequences of stopping times for the natural filtration of (Y7,)5>0.
Obviously, they respectively refer to the successive return times of the chain in A after a visit in B
(and conversely), with the convention that these times are counted from the first visit of the chain in A.
Therefore we always have

0 <nZxo <mBo <mi1<mp1<- -
In the sequel it shall be convenient to denote by

g =gk — 1, N8k = Mak+1 — L, k>0,
the respective reactive exit times from .4 and B. In words, nj"k (resp. 77?3),2) is the time of the last visit
in A (resp. B) before the k-th entry in B (resp. .A). Notice that in general, these times are not stopping
times.
For any k£ > 0, we set

re .__ ex ._
YA,]C = Yn Y.A,k‘ = Yni’fk.

A
These notations are illustrated on the Markov chain (Y,,),,>0, respectively (Y,"),,>0, on Figure 3 below

(see in particular the points Y ;. Y7 | respectively the points Y3° , |, Y™ ). Following [ 1,

for all £ > 1 we define the empirical reactive entrance distribution in A by

-1
re .__ 1 5
VA= 7 20z
k=0

and the empirical reactive exit distribution from A by

-1
1
ex ._
Vae = ? Z 6ij(k'
k=0

Proposition 5.1 (Reactive entrance and exit distributions). Under Assumptions (E1-E2), let us define
the probability measures

P (Yo € B,Y1 € dy) Pz (Yo € dy, Y1 € B)

VAW =5 e By e A AW = v eaven M
Forany f € L' (A, V%),
, LHJIIOO Vi(f) = v (f), almost surely,
and for any f € L'(A,v5%),
ZETOO vae(f) =va(f), almost surely.

Proof. The starting point of the proof is the elementary observation that the sequences of pairs (Y,
and (YW%’,(k s Ynfﬁk+1
B and from B to A, are the respective traces of the chain (Y, Yn+1)n2ni‘4eo on A x B and B x A. We thus
deduce from Lemmas A.8 and A.6 that these sequences are positive Harris recurrent chains on S x S,

i’fk t Y"f;k )kzo
)k>0, Which respectively represent the transitions of the chain (Y7,);,>re | from A to

with respective stationary distributions
Pr(Yo € dyo, Y1 € dy1)

™ @ Pdyodyi| A X B) = —p - e B)

on A x B,

and
Pr(Yo € dyo, Y1 € dy1)

™ ® Pdyodyn|B > A) = =5 5B ¥ e A)

on B x A.
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Therefore, applying Proposition A.4 to these chains, we deduce that 1%, (f) converges to v7( f), where
V¢ is the second marginal of the stationary distribution of (Yn?;’fk7ynfﬁk+1)k20’ and similarly v/ (f)
converges to v/3*(f), where v/G* is the first marginal of the stationary distribution of (Yyex, , Yyre )i>0.

O

We respectively call v%° and v5* the reactive entrance and reactive exit distributions. For a trajectory
(Y)n>o starting under the stationary state (Yo ~ 7), v is the law of Y conditionally to (Yp,Y7) €
B x A and v§* is the law of Y conditionally to (Yp, Y1) € A x B. In a potential theoretic setting they
might also be called first-entrance and last-exit biased distributions | , Theorem 7.10]. Clearly,
similar distributions can be defined on B using the sequences (Ynfg‘fk) k>0 and (Yn?g’fk) k>0-

Remark 5.2 (Reversibility and capacity). If the chain (Yy,)n>0 is reversible with respect to , then it is
clear that V¢ = v (see also Proposition 5.7 for a related discussion for the Langevin dynamics). In
this case and under Assumptions (E1-E2), the normalisation factor

(30) Pr(Yo € A, Y1 € B) =P (Yo € B,Y1 € A)

is usually called the capacity between A and B | , Theorem 7.10] and denoted by cap (A, B). In the
non-reversible case, the measures l/ff and ij need not coincide, however under Assumptions (E1-E2),
the identity (30) remains true. Indeed, it is obvious that

T(A) =P, (Yo € A) =P (Yo e A, Y1 € A)+ P (Yy € A, Y7 € B),
but since T is stationary we also have

T(A) =P, (Y1 € A) =P (Yo € A, Y1 € A)+P.(Yp € B,Y; € A),
which yields the claimed identity.

As far as the reactive entrance distribution is concerned, the statement of Proposition 5.1 can be
strengthened as follows.

Proposition 5.3 (Markov property for entrance points). Under Assumptions (EI-E2), the sequence
(Y% )k>0 is a positive Harris recurrent chain in A, with stationary probability distribution V.

Proof. It follows from the strong Markov property that (Yjek) k>0 1s indeed a Markov chain, because
(nf‘ﬁk) k>0 1s a sequence of stopping times, and the recursive construction of these times makes time
homogeneity clear. Now Proposition 5.1 shows that v/} is invariant for this chain, and thus by Proposi-
tion A.4 the latter is positive Harris recurrent. U

5.2. The Hill relation. We may now write the Hill relation in the setting of Assumptions (E1-E2). In
the next statement, we use the notation w4 (-) := 7(-|.A).

Theorem 5.4 (Hill relation). Under Assumptions (EI1—E2) and with the notation of Proposition 5.1, we
have for any g € L' (A, T 4),

7’2‘?0*1
(31) Eyre | > 1g(Ya)l| < 400,
n=0

and

re _ 1
(32) B | S0 g | = 29
n=0
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Extending g to S by letting g(y) = 0 on B and dropping the normalisation by 7(.A), the right-hand
side of (32) rewrites 7(g)/cap (A, B), where we recall from Remark 5.2 that

cap(A,B) =P, (Yo e A, Y1 €B) =P, (Yo e B, Y1 € A).
Besides, the left-hand side rewrites v ( f), where f is the solution to the Dirichlet problem
—(P=Df(y) =9y), yeA,
{ fly) =0,  yebB.

Therefore the Hill relation (32) establishes a link between this Dirichlet problem (and its associated

(33)

Green kernel, which maps g to f), the reactive entrance distribution v}, the invariant measure 7 and
the capacity cap(.A, B). This relation is proved in [ , Theorem 7.10, Eq. (7.1.37)] for a reversible
Markov chain in a discrete state space’ and in [ , Corollary 4.3] for a Feller chain in a compact
state space. Both references are based on a potential theoretic approach, in the sense that they crucially
exploit the representation of the left-hand side of (32) in terms of the Dirichlet problem (33). In contrast,
our argument starts with the remark, already made in the proof of Proposition 5.1, that % is the second
marginal of the invariant measure of the trace of the pair chain (?n)nZO = (Yo, Ynt1)n>0 on B x A.
This allows us to deduce (32) from the application of a standard representation formula, which is recalled

in Proposition A.7, for the invariant measure of this chain.

Proof of Theorem 5.4. Let us take g € L'(A, 7 4) and set g(y) = 0 for any y € B. Then the function §
defined on S x S by G(yo,y1) := g(y1) isin L' (S x S, 7), where we denote by 7 = 7 ® P the invariant

measure of the pair chain (Y,,),,>0. We may therefore apply Proposition A.7 to this chain, with the set
B x A. This yields

n—1

71 (3
. _=.| 7@
(34) Erpea | D0Vl <400, Eag o[> 9(V0)| = B x A
n=0 n=0
with7] ;= inf{n > 1:Y,, € B x A}.
IfYo = (Yo, Y1) ~ Tpxa, then ¢, = 1 and ¢, = 7] + 1. Therefore
-1 M —2 nia—1 M50~
DoIVl= > lgWVard)l= D ¥l = > lg(¥a)l,
=0 n=0 n=1 =1%o

where we have used the fact that g vanishes on 13 for the last equality. Furthermore, if Yy ~ 75y 4, then
Y1 ~ V¥ and by the Markov property, the sequence (Y},),,>1 has the same law as (Y7,),>0 under Pyre,
for which 7%, = 0. Therefore,

7-1 50 1 Mo —1
Epya [Z g(Yn)l| = Euff Z l9(Yo)|| = Euff Z lg(Yo)l|
n=0 n:n;ﬁo n=0

so that the first part of (34) yields (31). Replacing |g| with g in the argument, we then deduce from the
second part of (34) that

ol 7(9)
E,re nZ:O 9(Yn) “FBxA)

On the one hand,
T@= [ gl Plon.dy) = (o)
Y0,Y1€S

2In this reference, the relation involves the reactive exit distribution V" rather that the reactive entrance distribution V2.
Since the chain is assumed there to be reversible with respect to 7, following Remark 5.2 both measures coincide.
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since mP = 7; on the other hand,
TBxA)=rx PBxA) =P (Yy e B, Y, € A).
Following the discussion preceding this proof, this shows (32). O

5.3. Proofs of Proposition 2.11, Theorem 2.12 and Corollary 2.13. Under the assumptions of Theo-
rem 2.5 with O = AU B as in Subsection 2.6, the sequence (Y,

n

Jn>0 satisfies Assumptions (E1-E2) and
therefore Proposition 2.11 and Theorem 2.12 immediately follow from Proposition 5.3 and Theorem 5.4,
respectively.

The proof of Corollary 2.13 requires more work. We start by stating the following result.

Lemma 5.5 (Integrability of 7, under 7 4-). With the assumptions of Proposition 2.11 and Assump-
tion (D), By [ ] < +oo.

Proof. Since, starting from any (go,po) € I'", we have 0 = 7, < Tgr < 7, , by Proposition 4.3 and the
strong Markov property we have the identity

En- [Tf] =E,- [T(;r] +Eq+ [T(;]
We thus deduce from Assumption (D) that E- 7] < +oo, which implies that E; ,_[r; ] < +oo. [

We prove Corollary 2.13 assuming that G > 0. The general statement then follows by applying the
result to [G]_ and [G], separately. By the Fubini-Tonelli theorem,

re

B—.,0
Euff_ [/0 G(QSaps)d5:| = z/;‘e Z /" QS,ps

_ ZE re Vl'e ]l{n<nre }/ qs,ps dS f ]] .
For any n > 0, the event {n < nj® (} is in F_—, while by the strong Markov property for (q¢, pt)i>o0,
we have
Tnt1 _ _
Euff_ /_ G(QSaps)dS -7'—7; =g (Yn ),
Tn
where
T
Yye A™, g (y):= / G(gs,ps)ds| .
0
Therefore we deduce that
Tl;e n;ie* 0
* o o
(35) Eyre. { / G(qs,ps)ds} =Eyre. S g ()
0 n=0

Lemma 5.5 combined with the boundedness of GG ensures that the function g~ defined above is in
Ll(.A_, 7 4-). Thus, (10) and (12) in Corollary 2.13 follow from (35) and Theorem 2.12. To complete
the proof of Corollary 2.13, it therefore remains to show (11), which we rewrite

(36) lim Z 2B = l,;e_ [Zﬁﬁgp] , almost surely,

=400 ¥

where we have set

T = [ Glaspa)d
ABk - qs, Ps)ds.
T
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In this purpose, we first remark that the sequence (Y3 ., Z%4% ;. )k>0 is a time homogeneous Markov
chain in A~ X [0, +00), with transition kernel

Ps((v0, 20), dydz) = P2 (yo, dy) Q% (v, d2),
where P3¢ (yo,dy) denotes the transition kernel of the chain (Yfrle:k)kzo’ while for any y € A,
Qip(y, dz) is the law of Z% , under ;. The fact that P%%; ((yo, 20), dydz) does not depend on 2 ex-
presses the fact that conditionally on (Yj’i’ &) k>0, the variables Z '\, are independent and respectively
depend only on Yj?w a fact which is reminiscent of the notion of Markov renewal process [ ,
Section VIL4].

Proposition 5.6 (Positive Harris recurrence of (Y3¢ ,, Z%% 1 )k>0). Under the assumptions of Proposi-

tion 2.11, the Markov chain (Yj'i e Zﬁﬁg’k)kzo is positive Harris recurrent, and its invariant probability
measure writes
vip(dydz) := v (dy)Qiap(y, d2),

where we recall from Proposition 2.11 that v5C_ is the invariant measure of (Yj'i ) k>0-

Proof. We first check that the probability measure v/'; is invariant for the Markov kernel P*;. We have

Vi P (dydz) = / V7 (dyodz0) Py (90, 20). dyd=)
(y0,20)€A™ x[0,+00)

Vi (dyo) QA (vo, dz0) PUE (o, dy) Q4B (v, dz)

/(yo,zo)E.A_ x[0,400)
= / ( / Qﬁeg(yo,dzo)> Vi (dyo) P2 (yo, dy) Q%5 (y, dz)
YyoEA— 20€[0,+00)

= V3 (dy)Q%p(y, dz) = vip(dydz),
where, at the fourth line, we have used the facts that Q5 (yo, -) is a probability measure on [0, +-00) and
re re __ re
that V72 P)® =172 .

It now remains to show that the chain (Y32 ,, Z% | )k>o is Harris recurrent. Since (Y} | )i>o is
positive Harris recurrent, it admits a regeneration set R. Let €, r and A be associated with R in Defini-
tion A.2. We check that R x [0,400) defines a regeneration set for (Yj?k, Zﬁ%7k)k20. It is obvious
that the second point of Definition A.2 is satisfied. In order to address the first point, we note that the

conditional structure of (Y€, Z7% | )x>0 implies that the 7-th iterate of the Markov kernel P writes

(PB)" (0, 20), dydz) = (P2)" (yo, dy) Q7 (v, d2).
This is checked by a direct computation. Therefore, for any (yo, z0) € R X [0, +00),

(P%B)" (4o, 20), dydz) = (P42)" (yo, dy) Qs (y, dz) > eX(dy) QB (y, d2),
so that the first point of Definition A.2 is satisfied with A(dydz) := A(dy) Q"5 (y, dz). O

As a consequence of Proposition 5.6, one may apply Proposition A.4 to the positive Harris recurrent
chain (Yj’i’ v ZAB, i )k>0 With the function f(y, ) = z so as to obtain (36). This completes the proof of
Corollary 2.13.

5.4. Remarkable identities in the conservative case. Let us conclude this section by complementary
results which may be of interest to better understand the links between the probability measures we have
introduced, in the conservative case F' = —V V.

Until now, we considered in this section the process (Y,;"),>o with values in A~ U B~, and the as-
sociated probability measures 7, 172 /B~ and v /B~ which respectively correspond to the stationary
measures of the successive entry points in A U B, of the first entrance in A/B coming from B/A, and

of the last entrance in A/B before going to B/A. Likewise, one can consider, with obvious notation,
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— N — re
Y3¥ —_— Y52 ki1

FIGURE 3. Schematic representation of a reactive trajectory from B to A (in blue), and
of a reactive trajectory from A to B (in red). At stationarity and in the conservative
case, the law of a reactive trajectory from B to A, reversed in time and after momentum
reversal, is the same as the law of a reactive trajectory from A to B.

the process (Y,

o Jnzo0 with values in A% U B*, and the associated probability measures 77, v%% B+

and V5% B+ which respectively correspond to the stationary measures of the successive exit points from
A U B, of the first exit from A/B coming from B/A, and of the last exit from A/B before going to
B/A. Then the following statement easily stems from the combination of the reversibility identities
from Corollary 2.10 with the explicit expressions of the reactive distributions from Proposition 5.1. We
also refer to Figure 3 for an illustration.

Proposition 5.7 (Links between reactive exit and entrance distributions in the conservative case). In the
setting of Proposition 2.11 with F' = —N/'V, one has the following identities:
Vit = v o R~ and vy =V o R,
ex re

Vgl =gt o R~ and Vg = vgs o R™L.

Appendix A. Generalities on Harris recurrent chains

In this appendix we gather various definitions and facts related with the notion of Harris recurrent
chain. Most statements are taken from [ , Section VII.3] and [ , Chapter 4]. We also refer
to [ ]and [ ] for extensive monographs.

A.1. Harris recurrence. Let (Y),),>0 be a time homogeneous Markov chain taking its values in a
measurable space S, which is assumed to be separable, that is to say that the o-field on S is generated by
a countable collection of sets [ , Section 4.1]. The transition kernel of the chain is denoted by P.

Definition A.1 (¢-recurrence). Let o be a o-finite nonnegative measure on S. The Markov chain (Yy,)n>0
is called p-recurrent if, for any y € S and any measurable subset C C S such that ¢(C) > 0, then

Z Ly, ecy = +00, Py -almost surely.
n>0

Definition A.2 (Regeneration set). A set R C S is called a regeneration set for the Markov chain
(Yn)n20 if:
(i) there exist € > 0, r > 1 and a probability measure A on S such that

Yy € R, Py (Y, € -) > eA(:);
(ii) foranyy € S,Py(In>1:Y, € R) =1L

The next result allows to define the notion of Harris recurrence. It may be found in [ , Corol-
lary 3.12, p. 205].
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Proposition A.3 (Harris recurrence). The Markov chain (Yy,)n>0 is @-recurrent for some nontrivial ¢ if
and only if it has a regeneration set. In this case, it is called Harris recurrent, and.:

(i) it has a unique, up to multiplicative constant, o-finite nonnegative invariant measure 11;

(ii) any measurable set C such that T1(C) > 0 contains a regeneration set.

Under the assumptions of Proposition A.3, if II(S) < +oo then the chain has a unique invariant
probability measure 7 (-) = II(+) /TI(S), and it is called positive Harris recurrent.

The next result, based on [ , Theorem 4.2.13, p. 51], shows that positive Harris recurrence is
equivalent to the fact that the ergodic theorem for Markov chains holds for all initial conditions.

Proposition A.4 (Positive Harris recurrence and ergodic theorem). A Markov chain (Y,,),> is positive
Harris recurrent, with invariant probability measure T, if and only if, for any y € S and f € L*(S, ),

. 1
lim —
n—+oco n

n—1
Z fYe) ==(f), Py -almost surely.
k=0

Remark A.S. It follows from Proposition A.4 that a positive Harris recurrent chain with invariant prob-
ability measure T is m-recurrent in the sense of Definition A. 1.

A.2. Trace chain. Let (Y},),>0 be a positive Harris recurrent chain with invariant probability measure
mon S. Let C be a measurable subset of S such that 7(C) > 0. Then by Remark A.5, the set {n > 0 :
Y,, € C} is infinite almost surely. We denote by (1 )x>0 the increasing ordering of its elements, namely
the successive return times of the chain in C:

no = inf{n >0,Y, € C} and Vk > 0,m541 = inf{n > n, Y, € C}.
It is clear that they are stopping times for the natural filtration of (Y7,),,>0, and by the strong Markov

property, the sequence (Y, )r>0 is a time homogeneous Markov chain with values in C. It is called the
trace of the chain on the set C. The next result is a straightforward consequence of Proposition A.4.

Lemma A.6 (Positive Harris recurrence for trace chains). In the setting described above, the trace chain
(Y, )k>0 is positive Harris recurrent, and its invariant probability measure is the conditional measure

me(-) == 7(-|C).

Our derivation of the Hill formula in Section 5 relies on the use of the representation formula for 7
given in the next proposition. This formula can be seen as a generalisation to the continuous state space
setting of the standard identity

oy—1

By Z 9(Yn)| = M, oy :=inf{n >1:Y, =y},
o 7(y)
for Markov chains (Y},),,>0 which take their values in discrete spaces [ , Lemma 4.21, p. 76].

Proposition A.7 (Representation formula for 7). In the setting and with the notation of Lemma A.6, for
any g € LY(S, ), we have

n—1
Ere | > l9(Ya)l| < 4o,
n=0
and
~ ()
E Y, | = —==.
o[ Zoo] - 58
Proof. Theorem 3.6.5, p. 71 in [ ] asserts that the second identity holds in [0, +o00) for any

nonnegative measurable function g on S. Therefore, letting g € L'(S, ) and applying this identity to
[g]- and [g]+ separately, we get the claimed statements. O
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A.3. Pair chain. Let (Y},),>0 be a time homogeneous Markov chain on S, with transition kernel P. It
is known that the chain (Y,,),>0 defined by Y,, = (Y;,,Y,,41) is a time homogeneous Markov chain on
S x S, with transition kernel P given by

P f(yo,y1) := /Sf(yhyz)P(yhdyz),

for any measurable and bounded function f on S x S. It is called the pair chain. The following result is
taken from the proof of [ , Proposition 3.9].

Lemma A.8 (Harris recurrence for the pair chain). If the chain (Y,,)n>0 is positive Harris recurrent, with

invariant probability measure T, then the pair chain (Y ,,)n>0 is positive Harris recurrent with invariant

probability measure T := 1 ® P.

Appendix B. Proof of Proposition 4.1

The proofs of both statements (i) and (ii) in Proposition 4.1 follow from symmetric arguments. There-
fore, we only detail the proof of the first statement. We fix f~ a continuous and bounded function on
'~ UT? and define ©v~ on R? x R accordingly. It is then obvious that u~ = f~ on '~ UT°. We show
that, on (R%\ 0) x R%, u~ is C* and satisfies Lu~ = 0 in Subsection B.1, and that u~ is continuous
on (R%\ O) x R? in Subsection B.2. The proofs use arguments from [ , Theorem 2.10], where
the time dependent equation J;u = Lu on a bounded domain in ¢ was considered.

B.1. Harmonicity of «~. The main step in our argument is the following result.

Proposition B.1 (Weak harmonicity of ™). Under the assumptions of the first statement in Proposi-
tion 4.1, let ® be a C* function with compact support in the open set (R4 \ O) x RY. Then

/(Rd@ y u” (¢, p)L*®(q,p)dgdp = 0,
X

where we recall that the differential operator L* is defined in (16).

Since, under the assumptions of Proposition 4.1, the differential operator £ is known to be hypoellip-
tic, Proposition B.1 implies that v~ is C™ on the open set (R? \ O) x R? and satisfies Lu~ = 0 there.
Thus we now focus on the proof of Proposition B.1. Throughout the remainder of this appendix, we take
the convention to denote by 2 = (g, p) generic elements of R? x R%, and by X; = (¢, ;) the solution
to (1).

Let (Wt)tzo be a d-dimensional Brownian motion, independent from (W;);>o. For any m > 0,
let F, be a smooth and compactly supported vector field on R?, which coincides with F' on the open
ball B(0,m) and which is such that |F,,(¢)| < |F(q)| for any ¢ € R% For e > 0, let (X;" =
(g™, py™))e>0 be the strong solution, defined on the same probability space as (X¢)¢>0, to the stochastic
differential equation

37 dgy™ = py™dt + \/%th,
<0 {dpi’m = F(g"™)dt — ypy ™ dt + /2y~ 1AW

We denote by L. ,,, the associated infinitesimal generator. We write X" := Xt0 and L, = Lom.
Let (Vi)x>1 be a nondecreasing sequence of C'? open bounded subsets of (R?\ 0) x R? such that
Up>1Ve = (RZ\ O) x R% For k > 1, m > 0 and € > 0, let us define the stopping times

Te,m,k = 1nf{t >0: Xfm ¢ Vk‘}a
79 =1inf{t > 0: X;" & (Rd \0) x Rd}7
P in{t > 02 Xp" ¢ (BT 0) x RY).



34 Tony Lelievre, Mouad Ramil, and Julien Reygner

Lemma B.2 (Approximation results in k and €). For all x € (R%\ O) x R, for all m > 0, one has
P.-almost surely,

(i) limpo0 7O = 76,

(ii) for any t > 0, lime0 Liremayy = Lrmayy,

(iii) on the event {7 < oo}, lime_0 Xrem = X,

Proof. In this proof we fix m > 0and z € (R?\ 0) x R%

Let ¢ > 0. Since (Vj)r>1 is a nondecreasing sequence of open subsets of (R?\ O) x RY, then
(TE’m’k)k21 is a nondecreasing sequence of stopping times, bounded from above by 7™, therefore
it converges [P;-almost surely toward supj> oMk < r6m - Besides, it follows from the equality
Up>1 Vi = (R9\ O) x RY that IP,-almost surely SUPg>1 remk — rem hence (i).

Now let us fix ¢ > 0. In order to prove (ii) it is sufficient to show the convergence on the partition of
events {7™ < t}, {7 > t} and {7 = t}. Since P,(7™ = t) < P,(X]" € ¥ x R?) = 0, one only
needs to prove the convergence almost surely on the events {7 < t} and {7 > t}.

Since F, is globally Lipschitz continuous on R?, using Gronwall’s lemma one obtains the existence
of a constant C,,, > 0 such that for all x € R x R4, P,-almost surely, for all £ > 0,

(38) sup | X¢™ — X7 < V2e sup [Wi[em.

s€[0,t] s€[0,t]
For a fixed ¢ > 0, we consider the event {7 < ¢}. By Lemma 2.2, X% € I'", P,-almost surely.
Besides, the process (X]™)i>q visits O x R%, P,-almost surely on [, 7™ +a/] for any a > 0. Therefore,
for o small enough so that 7" + o < ¢ and for € small enough, one has, using (38), that 7™ < ¢. This
ensures the convergence (ii) on the event {7 < t}.

Assume now that {7 > t}. It follows from (38) that for € small enough, the process (X§") (o, 18
at a positive distance from © x R?. Therefore, one has that 7™ > ¢ which ensures the convergence (ii)
on the event {7 > t}.

On the event {7 < oo}, by (ii) we have 7" < oo for € small enough, thus we deduce from (38) and
the continuity of the trajectory of (X]™)¢> that X7, converges to X%, which is the assertion (iii). [

We are now ready to prove Proposition B.1.

Proof of Proposition B.1. We extend f~ to a function which is continuous and bounded on the whole
space R% x R?, and fore > 0, k > 1 and m > 0, we set

ue_,m,k(m) =E; [fi (X;Tnk)] )

forany z € Vi. By [ , Theorem 5.1 in Chapter 6], 7¢™* < oo almost surely and u_, . is C°° on

V}, and satisfies L¢ ;pu_,, , = 0 there. Now there exists ko such that for all £ > ko, the support of ® is
contained in V. As aresult, for all £k > kg, a direct integration by parts yields

(39) / @)L B () = 0,
(R4\0) xRd
where

L:®(x)=—p-Ve® =V, (Fn(Q)®) +7Vp - (p®) + 787 Ap® + €Ay, r = (q,p).

When € — 0 and m — o0, this quantity converges to £*®(z) for any z € (R%\ O) x R?, and since for
m sufficiently large, F},, coincides with F' on the support of ®, there is a constant N (®) which depends
neither on € nor on m such that |£?, ®(z)| < N(®)1 {weVi, }- Besides, by construction the function
Uk is bounded uniformly in k, € and m. Therefore, using the dominated convergence theorem in (39),

the proof of the proposition is a consequence of the following statement: for any 2 € (R%\ 0) x R¢,

e S48 0, Ve ) = ()
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Let us now prove this result. For z € (R%\ O0) x R% and t > 0, let
_7(1) R - €,m _7(2) — - €,m
ue’m,k(t,l‘) = E{L’ f (XTemk)]l{Temk<t} u€7m7k(t,x) = E:B f (XTemk)]]'{’T€Mk>t}

so that u_,, (%) = u;;f]l,)c(t, x) + u;n(f,)c(t, x). As aresult, it is enough to prove that

)

40) lim lim lim lim o« W (¢ 2) = u™ li li li li (2) 0.
600 Ji J iy i 140,0) = (6), - Timsuplimsup imsup s v, =

Since k — 7™F is nondecreasing and s — 15«4y 1s left-continuous, one has using (i) in Lemma B.2
that almost surely, 1 .c,m1x<;) converges to 1{cm<y, hence

e,m,k

77(1) -
u_ o (t,x) B (X ) A pemeyy] -
Furthermore, by (ii) and (iii) in Lemma B.2,

. 5~ Xjeﬁ)n{Tem<t}] Eq [~ (X7) L rm<ny]|

e—0

Form > 0, let By, := B(0,m), 7/ :=inf{t > 0: X" ¢ By, x R} and 7 :=inf{t >0: X, ¢
B, x R}, One has for t > 0,

E. [f_(X:Z")]l{ngt}] = E; [f_(X%)]l{TmSTg%n/\t}] +E, [f_(X%)]l{Tm>Tg%n}]l{Tm§t}:| .

Besides, since F},, and F' coincide on B, the trajectories of (X;")¢>( and (X¢)¢>0 coincide until 77},
and thus 75 = TBe, P,-almost surely. Therefore, for all m > 0,

E; [f_(Xgn)]l{ngrg%n/\t}] =K, {f_(XTo_)]l{To_STBgn/\t}} — E, |:f_(X’T0_)]1{’TO_§t}:| )

m—0o0

since 7, < oo by Lemma 2.2 and 7ge. — oo by Assumption (A1), P;-almost surely. Moreover,
m—ro0

By [1~ (X)L ez ] < I 1P > 78,) < 1 1P > 755) — 0,

— 00

by Assumption (A1) and the fact that 7,7 < oo almost surely. Finally, using again that 7,7 < oo, one
deduces that

E, |:f_(XTO_)]l{TO_§t} — u (),

t—o0

which ensures the first part of (40).
Consider now the convergence of u;,’fLQI)C(t, x). We have

0z )] < I oo™ > 1) — ([ |acPa(r™ > 1)
k—o0
by (i) in Lemma B.2. Besides, P, (7™ > t) — P,(+™ > ¢) by (ii) in Lemma B.2. In addition,
e—

P, (1™ > t)

P (™ > t, 7™ > Tgfn) + P (" > t, 7" < Tgfn)
P

IN

2(T9 > 7Be,) + Po(1y > 1) mﬁo Py(ry >1),

since 7, < oo, P;-almost surely. Finally, since Px(TO_ > t) vanishes when ¢ — 0o, one obtains the
second part of (40). ]
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B.2. Continuity of u~. In this section, we let (z"),>1 and 7> be configurations in (R? \ 0) x R?
such that 2™ converges to z°°, and prove that v~ (z™) converges to u~ (x*). To proceed, for any n €
{1,..., 00} we denote by (X/");>0 the strong solution to (1), with initial condition 2", and assume that
all these processes are defined on the same probability space and with respect to the same Brownian
motion. We denote by

™M=inf{t >0: X'}

n
n

the corresponding realisation of 7", so that v~ (2") = E[f~(X.)]. Since f~ is continuous and

bounded, the desired convergence directly stems from the following trajectorial result.

Lemma B.3 (Continuity of the exit configuration). In the setting described above,

11141_1 X = X%, almost surely.
n—-+00

Proof. Since the coefficients of the stochastic differential equation (1) are assumed to be locally Lipschitz
continuous, the Gronwall lemma implies that, almost surely, for any 7" > 0, there exists a finite random
constant C'(T") such that
41) Vn > 1, sup | X' — X°| < CO(T)|z" — x|

t€[0,T]

It is easy to deduce from this estimate that

lim Jirnf T > 7%, almost surely.
n——+0o0

Besides, the proof of Lemma 2.2 shows that, almost surely, for any e > 0 there exists t € (7°°,7°° + ¢)
such that ¢ € O, and therefore by (41),

limsup ™ < 7%° + ¢, almost surely.

n—+oo

As a conclusion, 7" converges to 7°°, almost surely, and the final claim follows from (41) again, using
the fact that 7°° < oo almost surely by Lemma 2.2. O

Appendix C. Discussion of Assumption (D)

In this appendix, we provide sufficient conditions for Assumption (D) to hold. Moreover, in the
conservative case (I' = —VV), we use results by Kopec [ ] to show that these conditions are
satisfied under mild assumptions on the potential V.

Let us denote by Co%)(R? x R?) the set of C* functions on R? x R? with polynomially growing
derivatives of all orders. Under the assumptions of Theorem 2.5, we introduce the conditions:

(D'1) forany k > 0, sup;>o Ex-[lg:]* + |pe[*] < 400 and sup;»o B+ [lgr]* + pe[*] < +o00:
(D’2) for any ¢ € gf)l(Rd x R?) such that 1() = 0, there exists a solution ® € C;gl(]Rd x R?) to
the Poisson equation L& = ¢, where we recall that £ is the infinitesimal generator associated

with (1) and p is the stationary distribution of (g, pt)¢>0-

Proposition C.1 (Sufficient condition for Assumption (D)). In the setting of Theorem 2.5, if Assump-
tions (D’ 1-D’2) hold then Assumption (D) holds.

Proof. Since E,.- [y ] and E .+ [r; | play symmetric roles in Assumption (D), we only prove that E— [75] <
+00. To proceed, let us fix go and r > 0 such that B(gg,7) C RY\ O and let ¢ € ngl(Rd x R?) be a
nonnegative function such that

1 if g —qo| <7/2,
0 iflg—qo| >r.

©(q,p) = {
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Then, by Assumption (A2), u(p) > 0, and

+o0
Er[rf] = /0 P (18 > t)dt

+00 1 [t
S/ Pn— <_/ SD(QS,ps)d‘SZO) dt
0 tJo
+oo 1t
<[P (5] Flapias = ute) ) a
0 tJo
oo 1 /[t
<1 +/ P (;/ P(qs, ps)ds > M(SD)) dt,
1 0

where & := pu(p) — ¢ € ngl(Rd x R?) is such that (@) = 0.

Let us fix o > 2. By Markov’s inequality, for any ¢ > 1,

Pr- <% /Ot P(gs, ps)ds > u(w)) < WEW— [/Ot P(gs, ps)ds T -

Let® € ngl(Rd x RY) be given by Assumption (D’2) as the solution to the Poisson equation L& = .
By Itd’s formula, for any ¢ > 0,

t t
/0 &(qs, ps)ds = D(qs, pt) — P(qo, po) — \/275‘1/0 Vp®(qs, ps) - AW,

and then by Jensen’s inequality,

t t [e%
/ Bge,ps)ds| < 37! <r<1><qt,pt>\a+\@(qo,po>ra+‘\/w—l / V, (s, ps) - AWV, )
0 0

Since ® has polynomial growth, by Assumption (D’1) the expectation under [P, - of the first two terms

a

in the right-hand side above is bounded uniformly in ¢. Besides, since V,® has polynomial growth, by
the Burkholder-Davis—Gundy inequality and Assumption (D’1) again, the expectation under P of the
third term is of order t*/2. We therefore conclude that

for some constant C' > 0, which completes the proof since o > 2. O
In the conservative case, we now provide explicit conditions on F' = —VV ensuring that Assump-

tions (D’1-D’2) hold. As a preliminary, we recall that in the conservative case, Assumption (C) is
equivalent to the statement that

/ e AV Ddos(q) < 400.
2

The condition (42) below is of a similar nature.

Lemma C.2 (Sufficient conditions for Assumptions (D’1-D’2) in the conservative case). Under the

assumptions of Theorem 2.5, assume that ' = —N'V, with a potential V satisfying the conditions B-1,
B-2, B-3 and B-4 from | 1, and that X is such that
(42) Ve >0, / g’V Ddos(q) < +o0.

b

Then Assumptions (D’ 1-D’2) hold.

Proof. First, by [ , Lemma 2.5], to prove Assumption (D’1), it suffices to show that gg and py have
finite moments of all orders under 7~ and 7. Using the explicit formula for the densities of 7~ and
7T in the conservative case, it is readily seen that this condition holds unconditionally for pg, while it
follows from (42) for qq.
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Second, Assumption (D’2) is a straightforward consequence of [ , Lemma 2.12]. Note that in
the latter reference, it is proved for the Poisson equation £T® = &, where £ is the formal adjoint of £
in L2(R? x R?, 11), so the result follows for £ by reverting the sign of p. U

Remark C.3. The conditions B-1, B-2, B-3 and B-4 from | 1 are in particular satisfied if V' is the
sum of a polynomial V* with at least quadratic growth at infinity, and a function V° € Cgf)l(Rd) which
is bounded and has a bounded gradient.

Remark C.4. The condition (42) holds in particular if, in addition to Assumption (B), the set O is
bounded, because then Y has finite surface measure. Otherwise, this condition may depend on the

geometry of X, for instance, it may fail if for some r > 0, ox(B(q,r)) is not bounded as a function of
g € R%

To complete the discussion, we note that in [ ], both the uniform moment estimate (Lemma 2.5)
and the existence of a solution to the Poisson equation (Lemma 2.12) follow from the use of a suitable
Lyapunov functional, which relies on the fact that the force is conservative (F' = —VV). In the general
non-conservative situation, similar Lyapunov functionals, merely based on growth and drift conditions
on F', were constructed for example in [ , Assumption 4]. Therefore, under these conditions, one
may expect the arguments of [ ] to be adapted in order to check Assumptions (D’1-D’2), and
thereby extend the statement of Lemma C.2 to non-conservative cases.
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