
HAL Id: hal-03526905
https://enpc.hal.science/hal-03526905

Submitted on 13 Feb 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Approximation of Stochastic Volterra Equations with
kernels of completely monotone type

Aurélien Alfonsi, Ahmed Kebaier

To cite this version:
Aurélien Alfonsi, Ahmed Kebaier. Approximation of Stochastic Volterra Equations with ker-
nels of completely monotone type. Mathematics of Computation, 2023, 93 (346), pp.643-677.
�10.1090/mcom/3911�. �hal-03526905�

https://enpc.hal.science/hal-03526905
https://hal.archives-ouvertes.fr


APPROXIMATION OF STOCHASTIC VOLTERRA EQUATIONS WITH

KERNELS OF COMPLETELY MONOTONE TYPE

AURÉLIEN ALFONSI AND AHMED KEBAIER

Abstract. In this work, we develop a multifactor approximation for d-dimensional Stochas-
tic Volterra Equations (SVE) with Lipschitz coefficients and kernels of completely monotone
type that may be singular. First, we prove an L2-estimation between two SVEs with different
kernels, which provides a quantification of the error between the SVE and any multifactor
Stochastic Differential Equation (SDE) approximation. For the particular rough kernel case
with Hurst parameter lying in (0, 1/2), we propose various approximating multifactor kernels,
state their rates of convergence and illustrate their efficiency for the rough Bergomi model.
Second, we study a Euler discretization of the multifactor SDE and establish a convergence
result towards the SVE that is uniform with respect to the approximating multifactor ker-
nels. These obtained results lead us to build a new multifactor Euler scheme that reduces
significantly the computational cost in an asymptotic way compared to the Euler scheme for
SVEs. Finally, we show that our multifactor Euler scheme outperforms the Euler scheme for
SVEs for option pricing in the rough Heston model.

1. Introduction

In recent years, there has been significant and growing interest in studying Stochastic
Volterra Equations (SVE) since they arise in many applications such as mathematical fi-
nance, biology, physics, and engineering. Several studies have investigated the SVE under
regular kernels, see e.g. Berger and Mizel [9, 10], Protter [33], Pardoux and Protter [32], and
under non-regular kernels as well, see e.g. Cochran et al. [13], Coutin and Decreusefond [14],
Decreusefond [15], Wang [39], Zhang [42], and the references therein. More recently, much
attention in quantitative finance has centered on using the SVE with a fractional kernel hav-
ing a small Hurst parameter H ' 0.1 to reproduce several statistical stylized facts observed
on real markets such as the path roughness of the volatility shown by Gatheral et al. [20] or
the pronounced smile of the implicit volatility curve occurring for very short time maturities
(see e.g. Fukusawa [18, 19], Bayer et al. [5, 4] and Friz et al. [17]). From a practical point
of view, on the one hand Zhang [41] proposed to approximate the SVE with possibly sin-
gular kernels and globally Lipschitz coefficients using an Euler discretization scheme. More
recently, Richard et al. [34] have updated the study for the Euler scheme and proposed a
Milstein discretization scheme improving the rate of strong convergence. On the other hand,
inspired by the works of Carmona and Coutin [11, 12], Harms and Stefanovits [24], Abi Jaber
and El Euch [2] proposed a multifactor approximation scheme for the rough Heston model.
Unlike the Euler approximation, the multifactor scheme that we develop in this paper for
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2 AURÉLIEN ALFONSI AND AHMED KEBAIER

kernels of completely monotone type that may be singular, features a Markovian structure
that allows the use of a wide range of usual techniques available in the literature, namely
the Euler scheme for stochastic differential equations and higher order schemes for the weak
error (see e.g. Talay and Tubaro [38], Kusuoka [27], Ninomiya and Victoir [31], Alfonsi [3] and
Shinozaki [37]), Multilevel Monte Carlo methods (see e.g. Giles [21], Ben Alaya and Kebaier
[7], Lemaire and Pagès [29]), the variance reduction techniques (see e.g. Newton [30], Jourdain
and Lelong [26], Lemaire and Pagès [28], Belomestny et al. [6]) etc. This gives more flexibility
for the approximation setting.

In this paper, we are interested in approximating the SVE in a general form given by

Xt = x0 +

∫ t

0
G1(t− s)b(Xs)ds+

∫ t

0
G2(t− s)σ(Xs)dWs, t ≥ 0, (1.1)

where x0 ∈ Rd, b : Rd → Rd, σ : Rd →Md(R) are globally Lipschitz continuous coefficients,
W is a standard Brownian motion in Rd and G1, G2 : R∗+ →Md(R) are kernels of the form

Gj(t) =

∫
R+

e−ρtMj(ρ)λ(dρ), for t ∈]0,+∞[, (1.2)

with bounded measurable functions M1,M2 : R+ →Md(R) and a measure λ on R+ satisfying∫
R+
e−ρt λ(dρ) < +∞. Note that when M1 and M2 are non-negative scalar functions, G1 and

G2 are known in the literature as completely monotone kernels. In particular, the singular
fractional kernel with Hurst parameter that lies in (0, 1/2) is covered within this framework.
More precisely, we approximate the solution to (1.1) by a multifactor approximation that
corresponds to a stochastic differential equation in a higher dimension. We prove a strong
convergence error for our multifactor approximation scheme that holds in this general d-
dimensional setting. To do so, we proceed in two steps: first we truncate the integrals
defining Gj and second we discretize the measure λ on the truncated interval [0,K]. We

denote respectively by XK and X̂K the corresponding SVE processes. Thus, in Section 3
we derive a first strong convergence on the error between the processes X and its truncated
version XK and a second one for the error between XK and X̂K . We also obtain a general
non asymptotic result on the approximation of (1.1) given any approximation of G1 and G2,
see Theorem 3.1. Though being a natural question, it seems to us that such a result has
not been yet stated in the literature. The next section is dedicated to study the multifactor
approximation approach when combined with a Euler scheme on te regular grid with N time
steps. On the one hand, we analyse the error between two Euler schemes with different
kernels, see Theorem 4.1. This gives, combined with the recent convergence results of Richard
et al. [34], a uniform convergence to the SVE with respect to the approximating kernels,
see Corollary 4.1. Interestingly, it turns out from our strong error analysis that for the
rough kernel with H ' 0.1, there is no need to have a very accurate approximation of the
kernel to run a multifactor Euler scheme since the main error comes from the discretization.
On the other hand, we show in Theorem 4.2 that the Euler scheme on the SVE (1.1) for
kernels of completely monotone type coincides with the Euler scheme on the corresponding
multifactor SDE. Thus, by approximating kernels (1.2) by a finite combination of n (n << N)
exponentials, we can reduce the computational cost from N2 to n×N . These new results hold
for general d-dimensional Stochastic Volterra Equations and any multifactor approximation
provided that it is accurate enough. Then, Section 5 is devoted to the study of the rough
kernel, where we propose various procedures to obtain approximating kernels and give their
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precise rates of convergence. We illustrate in Section 6 our theoretical results on the kernel
approximation and give a first financial application with the celebrated rough Bergomi model.
In a second financial application on pricing options in the rough Heston model, based on our
theoretical results of Section 4, we provide a new scheme with a reduced computational cost
that has the same accuracy as the Euler scheme for SVEs. Then, we combine the kernel
approximation and the Euler scheme to illustrate the efficiency of our approach to calculate
option prices in the rough Heston model. It is worth stressing that the gain with respect to
the Euler scheme for SVEs is important: as an example, for a precision of order 10−3, we get
a computational time 5 times smaller, see Table 7. We also compare on the same example
the very recent hybrid multifactor scheme by Rømer [36] to our scheme and show it has a
better performance on a benchmark case for pricing a European type options.

2. General Framework and preliminary results

We consider the SVE in a general form given by

Xt = x0 +

∫ t

0
G1(t− s)b(Xs)ds+

∫ t

0
G2(t− s)σ(Xs)dWs, t ≥ 0, (2.1)

where x0 ∈ Rd, b : Rd → Rd, σ : Rd →Md(R) are globally Lipschitz continuous coefficients
i.e.

∃L > 0,∀x, y ∈ Rd, |b(x)− b(y)|+ ‖σ(x)− σ(y)‖ ≤ L|x− y|, (2.2)

W is a standard Brownian motion in Rd and G1, G2 : R∗+ →Md(R) are kernels that satisfy∫ T

0

(
‖G1(s)‖+ ‖G2(s)‖2

)
ds <∞, for every T ∈ R+. (2.3)

Then, we can apply Theorem 3.1 [42] and get that there exists a unique strong solution

to (2.1). Note that if
∫ T

0

(
‖G1(s)‖+ ‖G2(s)‖2

)
ds < ∞ for some T > 0, then there exists

a unique strong solution (Xt, t ∈ [0, T ]) up to time T . Obviously, those conditions do not
depend on the choice of the norms | · | and ‖ · ‖ on Rd and Md(R). In this paper, we will use
the Euclidean norm on Rd and the Frobenius norm on Md(R), and we recall that we have

∀A,B ∈Md(R), ∀x ∈ Rd, ‖AB‖ ≤ ‖A‖‖B‖ and |Ax| ≤ ‖A‖|x|. (2.4)

In this paper, we are interested in the approximation of (2.1) when there exists bounded
measurable functions M1,M2 : R+ →Md(R) and a measure λ on R+ satisfying

∀t > 0, Ḡ(t) =

∫
R+

e−ρt λ(dρ) < +∞, (2.5)

such that

Gj(t) =

∫
R+

e−ρtMj(ρ)λ(dρ), for t ∈]0,+∞[. (2.6)

We note Mj = supρ≥0 ‖Mj(ρ)‖ and trivially have ‖Gj(t)‖ ≤MjḠ(t). We will assume through

the paper that Ḡ ∈ L2
loc(R∗+,R+), i.e.

∀T > 0,

∫ T

0
Ḡ(t)2dt <∞, (2.7)

and therefore condition (2.3) is satisfied.
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In the one-dimensional case, the kernel Gj is completely monotone when Mi ≥ 0 by the
celebrated Hausdorff–Bernstein–Widder theorem [40, Theorem IV.12b]. In this paper, we will
be particularly interested by the rough kernel

GλH (t) =
tH−1/2

Γ(H + 1/2)
, (2.8)

with parameter H ∈ (0, 1/2). It satisfies GλH (t) =
∫
R+
e−ρt λH(dρ) with

λH(dρ) = cHρ
−H−1/2dρ, and cH :=

1

Γ(H + 1/2)Γ(1/2−H)
. (2.9)

The principle of the approximation is rather simple. We approximate the measure λ by
a finite discrete measure. Then, the next proposition ensures that the Stochastic Volterra
Equation (2.1) can be obtained from the solution of a classical SDE, for which many numerical
methods have been developed. Thus, the goal of the paper is to analyze the error made when
replacing the measure λ by a finite discrete measure. We will focus in this paper on strong
error estimates.

Proposition 2.1. Let us assume that λ(dρ) =
∑n

i=1 αiδρi(dρ) with αi ≥ 0 and ρ1 < · · · < ρn.

(1) Let us assume M1 = M2 = M and rank([α1M(ρ1) . . . αnM(ρn)]) = d so that there
exist x1

0, . . . , x
n
0 ∈ Rd such that

∑n
i=1 αiM(ρi)x

i
0 = x0. Then, the solution of (2.1)

is given by
∑n

i=1 αiM(ρi)X
ρi
t , where (Xρ1

t , . . . , X
ρn
t ) is the solution of the (n × d)-

dimensional Stochastic Differential Equation defined by

Xρi
t = xi0−

∫ t

0
ρi(X

ρi
s −xi0)ds+

∫ t

0
b

 n∑
j=1

αjM(ρj)X
ρj
s

 ds+

∫ t

0
σ

 n∑
j=1

αjM(ρj)X
ρj
s

 dWs.

(2.10)
(2) Let us assume rank([α1M1(ρ1) . . . αnM1(ρn) α1M2(ρ1) . . . αnM2(ρn)]) = d so that

there exist x1
0, . . . , x

n
0 , y

1
0, . . . , y

n
0 ∈ Rd such that

∑n
i=1 αi[M1(ρi)x

i
0 + M2(ρi)y

i
0] = x0.

Then, the solution of (2.1) is given by Xt =
∑n

i=1 αiM1(ρi)X
ρi
t +

∑n
i=1 αiM2(ρi)Y

ρi
t ,

where (Xρ1
t , Y

ρ1
t , . . . , Xρn

t , Y ρn
t ) is the solution of the (2n× d)-dimensional Stochastic

Differential Equation defined by

Xρi
t = xi0 −

∫ t

0
ρi(X

ρi
s − xi0)ds+

∫ t

0
b

 n∑
j=1

αjM1(ρj)X
ρj
s +

n∑
j=1

αjM2(ρj)Y
ρj
s

 ds,

Y ρi
t = yi0 −

∫ t

0
ρi(Y

ρi
s − yi0)ds+

∫ t

0
σ

 n∑
j=1

αjM1(ρj)X
ρj
s +

n∑
j=1

αjM2(ρj)Y
ρj
s

 dWs. (2.11)

Proof. Let us first consider the case M1 = M2 = M . The SDE (2.10) has Lipschitz coefficients

and therefore has a unique strong solution. Since d
(
eρit(Xρi

t − xi0)
)

= eρitb
(∑n

j=1 αjM(ρj)X
ρj
t

)
dt+

eρitσ
(∑n

j=1 αjM(ρj)X
ρj
s

)
dWt, we get

Xρi
t = xi0 +

∫ t

0
e−ρi(t−s)b

 n∑
j=1

αjM(ρj)X
ρj
s

 ds+

∫ t

0
e−ρi(t−s)σ

 n∑
j=1

αjM(ρj)X
ρj
s

 dWs.
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We left multiply this equation by αiM(ρi) and then sum over i to obtain that
∑n

i=1 αiM(ρi)X
ρi
t

solves (2.1). The strong uniqueness result (Theorem 3.1 [42]) gives the claim.

In the general case, we similarly get

Xρi
t = xi0 +

∫ t

0
e−ρi(t−s)b

 n∑
j=1

αjM1(ρj)X
ρj
s +

n∑
j=1

αjM2(ρj)Y
ρj
s

 ds,

Y ρi
t = yi0 +

∫ t

0
e−ρi(t−s)σ

 n∑
j=1

αjM1(ρj)X
ρj
s +

n∑
j=1

αjM2(ρj)Y
ρj
s

 dWs.

We then left multiply the first equation by αiM1(ρi) and the second equation by αiM2(ρi),
and sum over i to get the claim. �

3. Strong error analysis for the approximation

To analyse the error between the SVE and its approximation by using kernels Ĝj(t) sup-
ported by a finite discrete measure (as in Proposition 2.1), we proceed in two steps. First, we
analyse the truncation error when replacing the kernels by the kernels obtained by truncating
the measure λ in (2.6). Second, we analyse the error between the SVE with the truncated
kernels and the approximating kernels.

For any K > 0, we introduce then the truncated convolution kernels GKj : R+ →Md(R),

j ∈ {1, 2}, that are defined as follows:

GKj (t) =

∫
[0,K)

e−ρtMj(ρ)λ(dρ), for all t ≥ 0. (3.1)

Thus, the kernel GKj approximates the kernel Gj defined by (2.6) as K → +∞. Since

Mj = supρ≥0 ‖Mj(ρ)‖ <∞, we have the following uniform bound:

∀K > 0, ‖GKj (t)‖ ≤MjḠ(t) with Ḡ(t) =

∫
R+

e−ρtλ(dρ). (3.2)

We introduce the stochastic convolution equation XK associated to the kernels GKj , j ∈
{1, 2}, given by

XK
t = x0 +

∫ t

0
GK1 (t− s)b(XK

s )ds+

∫ t

0
GK2 (t− s)σ(XK

s )dWs, x0 ∈ Rd. (3.3)

We also consider for c > 0, the resolvant of second kind Ec(t) that solves the equation

Ec(t) = Ḡ2(t) +

∫ t

0
cḠ2(t− s)Ec(s)ds. (3.4)

Since Ḡ2 ∈ L1
loc(R∗+,R+) by (2.7), we get that Ec(t) is well defined and belongs also to

L1
loc(R∗+,R+) (see Subsection A.3 [2] and Theorem 2.3.1 [22]).

Proposition 3.1. Let λ be a positive measure such that

∀K > 0, r(K) :=

∫
[K,+∞)

∫
[K,+∞)

1

ρ1 + ρ2
λ(dρ1)λ(dρ2) <∞. (H1)
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Then, for any T > 0, there exists a positive constant C that depends on T , λ, M1, M2, L,
|b(0)| and ‖σ(0)‖ such that

∀t ∈ [0, T ], E
[∣∣Xt −XK

t

∣∣2] ≤ C × r(K). (3.5)

Proof. We note ∆K
j (t) = Gj(t)−GKj (t). We have for all t ≥ 0

|Xt −XK
t |2 ≤ 4

(∣∣∣∣ ∫ t

0
∆K

1 (t− s)b(Xs)ds

∣∣∣∣2 +

∣∣∣∣ ∫ t

0
∆K

2 (t− s)σ(Xs)dWs

∣∣∣∣2
+

∣∣∣∣ ∫ t

0
GK1 (t− s)

[
b(Xs)− b(XK

s )
]
ds

∣∣∣∣2 +

∣∣∣∣ ∫ t

0
GK2 (t− s)

[
σ(Xs)− σ(XK

s )
]
dWs

∣∣∣∣2),
by using the inequality (a+ b+ c+ d)2 ≤ 4(a2 + b2 + c2 + d2). Then, we get by using Jensen’s
inequality, the Itô isometry and (2.4):

E
[
|Xt −XK

t |2
]
≤ 4t

∫ t

0
‖∆K

1 (t− s)‖2E[|b(Xs)|]2ds+ 4

∫ t

0
‖∆K

2 (t− s)‖2E[‖σ(Xs)‖2]ds

+ 4t

∫ t

0
‖GK1 (t− s)‖2E[

∣∣b(Xs)− b(XK
s )
∣∣2]ds+ 4

∫ t

0
‖GK2 (t− s)‖2E[‖σ(Xs)− σ(XK

s )‖2]ds.

Then, by using the Lipschitz property (2.2) we get for c1 := 8(T ∨ 1)
(
|b(0)|2 ∨ ‖σ(0)‖2 +

L2 supt∈[0,T ] E[|Xt|2]
)

and c2 := 4L2(M2
1T + M2

2)

E|Xt −XK
t |2 ≤ c1

∫ t

0
‖∆K

1 (t− s)‖2 + ‖∆K
2 (t− s)‖2ds+ c2

∫ t

0
Ḡ(t− s)2E

[
|Xs −XK

s |2
]
ds.

Hence, we use the generalized Gronwall1 Lemma (see e.g. [22, Theorem 9.8.2]) to get

E|Xt −XK
t |2 ≤ c1

(∫ t

0
‖∆K

1 (t− s)‖2 + ‖∆K
2 (t− s)‖2ds

)(
1 +

∫ T

0
Ec2(s)ds

)
,

where Ec2 is defined by (3.4). Since ∆K
j (t−s) =

∫
[K,+∞)Mj(ρ)e−ρ(t−s)λ(dρ), we have ‖∆K

j (t−
s)‖ ≤Mj

∫
[K,+∞) e

−ρ(t−s)λ(dρ) and thus∫ t

0
‖∆K

j (t− s)‖2ds ≤M2
j

∫ t

0

∫
[K,+∞)

∫
[K,+∞)

e−(ρ1+ρ2)(t−s)λ(dρ1)λ(dρ2)ds

= M2
j

∫
[K,+∞)

∫
[K,+∞)

1− e−(ρ1+ρ2)t

ρ1 + ρ2
λ(dρ1)λ(dρ2) ≤M2

jr(K).

We therefore get (3.5) with C = c1(M2
1 + M2

2)
(

1 +
∫ T

0 Ec2(s)ds
)

. �

One interest to work with truncation is that the family GK1 and GK2 are uniformly bounded
in L2([0, T ]). However, the proof of Proposition 3.1 can easily be extended to obtain the

approximation error for general kernels Ĝ1 and Ĝ2 that satisfy

∃C̄ ∈ R∗+, ∀j ∈ {1, 2}, t ∈ [0, T ] ‖Ĝj(t)‖2 ≤ C̄(1 + ‖Gj(t)‖2), (3.6)

1Note that if λ(R+) <∞ then Ḡ(t− s)2 ≤ λ(R+)2 and then we can use the classical Gronwall lemma. This
argument cannot be applied for the rough kernels.
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so that, by Theorem 3.1 [42], there exists a unique solution to

X̂t = x0 +

∫ t

0
Ĝ1(t− s)b(X̂s)ds+

∫ t

0
Ĝ2(t− s)σ(X̂s)dWs, t ∈ [0, T ].

This is stated in the next theorem. This theorem completes [2, Theorem 3.6] for the case
where coefficients b and σ are Lipschitz continuous.

Theorem 3.1. (Non asymptotic estimates) Assume (2.1)–(2.3),(2.5)–(2.7). Let Ĝ1 and Ĝ2

be two kernels satisfying (3.6). Then, there exists a constant C ∈ R∗+ (depending on b, σ, G1,
G2 and C̄) such that

E[|X̂t −Xt|2] ≤ C
(∫ t

0
‖Ĝ1(s)−G1(s)‖2 + ‖Ĝ2(s)−G2(s)‖2ds

)
. (3.7)

We now focus on bounding the truncation error r(K).

Lemma 3.1. Under the assumptions of Proposition 3.1, we have r(K) ≤ 1
2

( ∫
[K,+∞)

λ(dρ)√
ρ

)2
.

If λ(dρ) = f(ρ)dρ with f(ρ) =
ρ→∞

O(ρ−η−1/2) for some η > 0, we have r(K) =
K→∞

O(K−2η).

Proof. The upper bound is obtained from the standard inequality 2
ρ1+ρ2

≤ 1√
ρ1ρ2

. For λ(dρ) =

f(ρ)dρ with f(ρ) = O(ρ−η−1/2) and η > 0 there is a constant C > 0 such that f(ρ) <

Cρ−η−1/2 for ρ > 1 and thus ∫
[K,+∞)

λ(dρ)
√
ρ
≤ CηK−η.

�

We now turn to the approximation of the truncated kernel GKj , j ∈ {1, 2} by a kernel ĜKj .

Let T > 0. We define, for t ∈ [0, T ]

∀t ∈ [0, T ], ∆̂K
j (t) = ĜKj (t)−GKj (t),

and assume the following bound:

∃∆̄ : [0, T ]→ R+ s.t.

∫ T

0
∆̄2(t)dt <∞, ∀K > 0,∀t ∈ [0, T ], ‖∆̂K

j (t)‖ ≤ ∆̄(t). (H2)

Note that in our examples, we will use ∆̄ as a constant function, but we keep it general for

the presentation of the results. The assumption (H2) implies
∫ T

0 ‖Ĝ
K
1 (t)‖+‖ĜK2 (t)‖2dt <∞,

and we know from Theorem 3.1 [42] that there exists a unique strong solution (X̂K
t , t ∈ [0, T ])

of the SVE

X̂K
t = x0 +

∫ t

0
ĜK1 (t− s)b(X̂K

s )ds+

∫ t

0
ĜK2 (t− s)σ(X̂K

s )ds.

The key property of (H2) is that the bound is uniform in K. This enables to get the following
result.

Lemma 3.2. (Uniform estimate on XK) Let (H2) hold. Then, there exists C ∈ R∗+ (depend-
ing on |x0|, T , |b(0)|, ‖σ(0)‖, L, M1 and M2) such that

∀K > 0,∀t ∈ [0, T ], E[|X̂K
t |2] ≤ C.
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Proof. We have by using Jensen’s formula and Itô’s isometry, for t ∈ [0, T ],

E[|X̂K
t |2] ≤ 3|x0|2 + 3t

∫ t

0
‖ĜK1 (t− s)‖2E[|b(X̂K

s )|2]ds+ 3

∫ t

0
‖ĜK2 (t− s)‖2E[‖σ(X̂K

s )‖2]ds.

On the one hand, we use that |b(x)| ≤ |b(0)|+L|x| and ‖σ(x)‖ ≤ ‖σ(0)‖+L|x|. On the other

hand, we get from (H2) and (3.2) ‖ĜKj (t)‖2 ≤ 2(∆̄2(t) + ‖GKj (t)‖2) ≤ 2(∆̄(t)2 + M2
j Ḡ(t)2).

Since
∫ T

0 ∆̄(t)2 + Ḡ(t)2dt <∞, this leads to the existence of a constant C ∈ R∗+ that depends
on |x0|, T , |b(0)|, ‖σ(0)‖, L, M1 and M2 such that

E[|X̂K
t |2] ≤ C + C

∫ t

0

(
∆̄(t− s)2 + Ḡ(t− s)2

)
E[|X̂K

s |2]ds.

For c > 0, let (Ẽc(t), t ∈ [0, T ]) be defined as the solution of the equation

Ẽc(t) = ∆̄2(t) + Ḡ2(t) +

∫ t

0
c(∆̄2(t− s) + Ḡ2(t− s))Ẽc(s)ds. (3.8)

Since ∆̄2 + Ḡ2 ∈ L1((0, T ),R+), we get that Ẽc(t) is well defined and belongs also to
L1((0, T ),R+) by applying the results of Subsection A.3 [2] and Theorem 2.3.1 [22] to the
kernel 1(0,T )(t)[∆̄

2(t) + Ḡ2(t)]. We then get from [2, Lemma A.4] or [22, Lemma 9.8.2]

∀t ∈ [0, T ],E[|X̂K
t |2] ≤ C

(
1 +

∫ T

0
ẼC(t)dt

)
,

which gives the claim. �

Proposition 3.2. Let T > 0. Suppose that for any K > 0, there are kernels ĜK1 , Ĝ
K
2 :

[0, T ]→Md(R) such that (H2) holds. Then, there is a constant C ∈ R∗+ (depending on |x0|,
T , |b(0)|, ‖σ(0)‖, L, M1 and M2) such that

∀t ∈ [0, T ], E
[
|X̂K

t −XK
t |2
]
≤ C

(∫ t

0

[
‖∆̂K

1 (s)‖2 + ‖∆̂K
2 (s)‖2

]
ds

)
.

Proof. We repeat the same arguments as in the proof of Proposition 3.1 and get

E
[
|X̂K

t −XK
t |2
]
≤ 4t

∫ t

0
‖∆̂K

1 (t− s)‖2E[|b(X̂K
s )|]2ds+ 4

∫ t

0
‖∆̂K

2 (t− s)‖2E[‖σ(X̂K
s )‖2]ds

+ 4t

∫ t

0
‖GK1 (t− s)‖2E[

∣∣b(X̂K
s )− b(XK

s )
∣∣2]ds+ 4

∫ t

0
‖GK2 (t− s)‖2E[‖σ(X̂K

s )− σ(XK
s )‖2]ds.

From Lemma 3.2, we get the existence of a constant C ∈ R∗+ such that

sup
K>0

sup
t∈[0,T ]

E[|X̂K
t |2] ≤ C.

Then, we set similarly as in the proof of Proposition 3.1 c1 := 8(T∨1)
(
|b(0)|2∨‖σ(0)‖2+L2C

)
,

c2 := 4L2(M2
1T + M2

2), and we get

E|X̂K
t −XK

t |2 ≤ c1

∫ t

0
‖∆̂K

1 (s)‖2 + ‖∆̂K
2 (s)‖2ds+ c2

∫ t

0
Ḡ(t− s)2E

[
|X̂K

s −XK
s |2
]
ds.

Hence, we use the generalized Gronwall Lemma (see e.g. [22, Lemma 9.8.2]) to get

E|X̂K
t −XK

t |2 ≤ c1

(
1 +

∫ T

0
Ec2(s)ds

)(∫ t

0

[
‖∆̂K

1 (s)‖2 + ‖∆̂K
2 (s)‖2

]
ds

)
,
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where Ec2 is defined by (3.4). �

Combining Propositions 3.1 and 3.2, we obtain easily our main result.

Theorem 3.2. Let us assume that λ satisfies (H1) and that (H2) holds. Then, there exists
a constant C ∈ R∗+ such that

∀t ∈ [0, T ], E[|Xt − X̂K
t |2] ≤ C

(
r(K) +

∫ t

0

[
‖∆̂K

1 (s)‖2 + ‖∆̂K
2 (s)‖2

]
ds

)
.

The term r(K) and the integral in the right hand side correspond respectively to the trun-
cation and discretization error. When using a Riemann discretization, we get the following
general result.

Corollary 3.1. Let us assume that λ satisfies (H1), and that the functions Mj : R+ →Md(R)
are Lipschitz continuous:

∃L̄ > 0, ∀j ∈ {1, 2},∀ρ, ρ′ ≥ 0, |Mj(ρ)−Mj(ρ
′)| ≤ L̄|ρ− ρ′|.

Let n ∈ N∗, IKi,n =
[
i−1
n K, inK

)
for 1 ≤ i ≤ n and ρKi,n ∈ IKi,n. Let us define the kernels

j ∈ {1, 2}, ĜKj (t) =

n∑
i=1

λ
(
IKi,n
)
Mj(ρ

K
i,n)e−ρ

K
i,nt,

that correspond to the measure

λ̂(dρ) =

n∑
i=1

λ
(
IKi,n
)
δρKi,n

(dρ). (3.9)

Then, there exists a constant C ∈ R∗+ such that for n ≥ Kλ([0,K)), we have

∀t ∈ [0, T ], E[|Xt − X̂K
t |2] ≤ C

(
r(K) +

K2

n2
λ([0,K))2

)
.

This corollary indicates the theoretical optimal choice for n, when K → +∞. Namely, one

has to take n proportional to Kλ([0,K))√
r(K)

in order to equalize both terms, i.e. the error due to

the truncation and the one due to the approximation.

Proof. We have ĜKj (t) − GKj (t) =
∑n

i=1

∫
IKi,n

[
Mj(ρ

K
i,n)e−ρ

K
i,nt −Mj(ρ)e−ρt

]
λ(dρ). From the

triangular inequality, we get for t ∈ [0, T ]

‖Mj(ρ
K
i,n)e−ρ

K
i,nt −Mj(ρ)e−ρt‖ ≤ ‖Mj(ρ

K
i,n)−Mj(ρ)‖e−ρ

K
i,nt + ‖Mj(ρ)‖|e−ρ

K
i,nt − e−ρt|

≤ (L̄+ Mjt)|ρ− ρKi,n| ≤ (L̄+ MjT )
K

n
.

This yields to ‖ĜKj (t)−GKj (t)‖ ≤ (L̄+ Mj)λ([0,K))Kn , for any t ∈ [0, T ]. In particular, (H2)

holds for n ≥ Kλ([0,K)). We can thus apply Theorem 3.2 and get the result. �

Corollary 3.1 gives a general result on the approximation of SVE by SDE. Obviously, it is
possible to derive many variations and refinements of this result by assuming more regularity
on the functions Mj or on the measure λ. In the next section, we investigate some of these
refinements when λ is given by (2.9).
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4. Euler scheme for Stochastic Volterra Equations

In a recent paper, Richard et al. [34] have proposed and studied the convergence of the
following Volterra Euler scheme for the Stochastic Volterra Equation (2.1):

XN
tk+1

= x0+

k∑
j=0

G1

(
(k + 1− j) T

N

)
b(XN

tj )
T

N
+

k∑
j=0

G2

(
(k + 1− j) T

N

)
σ(XN

tj )(Wtj+1−Wtj ),

(4.1)
for 0 ≤ k ≤ N − 1, where T > 0 and tk = kT/N is the regular time grid.

Note that one of the main drawbacks of the Euler scheme XN
tk

(with respect to the classical
SDE framework) is that it requires to sum k terms at each time step, so that the overall
computational cost is proportional to N2. We will see that for approximating kernels of
completely monotone type, we can reduce this to N × n with n << N while preserving the
same strong rate of convergence, see Theorem 4.2.

We start by proving a result that plays an analogous role to Theorem 3.1 for this Euler
scheme for general kernels G1, G2 and Ĝ1, Ĝ2.

Theorem 4.1. We make the same assumptions as in Theorem 3.1. Then, there exists a
constant C ∈ R∗+ (depending on b, σ, G1, G2 and C̄ in (3.6)) such that

max
0≤k≤N

E[|X̂N
tk
−XN

tk
|2] ≤ C

(
T

N

N∑
k=1

‖Ĝ1(tk)−G1(tk)‖2 + ‖Ĝ2(tk)−G2(tk)‖2
)
.

Remark 4.1. With respect to Theorem 3.1, the L2 norm of Ĝi −Gi on (0, T ) is replaced by
a discrete L2 norm that does not weight on the interval (0, T/N): in the case of exploding
kernels at 0 like the rough kernel, this discrete norm may be significantly smaller.

Combining Theorem 4.1 with [34, Theorem 2.2], we get the following corollary giving the

strong error of the Euler scheme X̂N .

Corollary 4.1. Under the assumptions of Theorem 3.1 and if in addition we assume that [34,
Assumption 2.1] holds true with the constant α > 0 defined therein, then we have

max
0≤k≤N

E[|X̂N
tk
−Xtk |

2] ≤ C

((
T

N

)2(α∧1)

+
T

N

N∑
k=1

‖Ĝ1(tk)−G1(tk)‖2 + ‖Ĝ2(tk)−G2(tk)‖2
)
.

In dimension one with G1 = G2 = GλH and H ∈ (0, 1
2), we have

max
0≤k≤N

E[|X̂N
tk
−Xtk |

2] ≤ C

((
T

N

)2H

+
T

N

N∑
k=1

‖Ĝ(tk)−GλH (tk)‖2
)
.

This corollary is a useful tool to analyse the strong rate for any Euler scheme obtained
with any approximating kernel. It gives the same rate as the Euler scheme without the
approximation kernel, provided that this approximation is accurate. From a practical point of
view, for the rough kernel with H small (which corresponds to the financial application), there
is no need to be too much accurate for the kernel approximation since the main error comes

from the discretization. For example, if T = 1, H = 0.1 and
√

T
N

∑N
k=1(Ĝ(tk)−GλH (tk))2 ≤

0.1, then to achieve a precision of order 0.1, one needs to take N−H = 0.1 , i.e. N = 1010,
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which is too much in practice (see e.g. the numerical example (6.14)). This results allows
us to build alternative Euler approximation schemes having the same accuracy but with a
smaller time complexity, see Theorem 4.2.

Proof of Theorem 4.1. We have by using (a+ b)2 ≤ 2a2 + 2b2 and the Itô isometry

E[|X̂N
tk+1
−XN

tk+1
|2] ≤2E

( T
N

)2
∣∣∣∣∣∣
k∑
j=0

(
Ĝ1(tk+1−j)b(X̂

N
tj )−G1(tk+1−j)b(X

N
tj )
)∣∣∣∣∣∣

2
+ 2

k∑
j=0

E
[∥∥∥Ĝ2(tk+1−j)σ(X̂N

tj )−G2(tk+1−j)σ(XN
tj )
∥∥∥2
]
T

N
.

By using the Cauchy-Schwarz inequality on the first sum, it can be then analysed as the
second sum, and we assume without loss of generality from now on that b = 0. We get

E[|X̂N
tk+1
−XN

tk+1
|2] ≤4

k∑
j=0

E
[∥∥∥G2(tk+1−j)[σ(X̂N

tj )− σ(XN
tj )]
∥∥∥2
]
T

N

+ 4

k∑
j=0

E
[∥∥∥[Ĝ2(tk+1−j)−G2(tk+1−j)]σ(X̂N

tj )
∥∥∥2
]
T

N

First, we get by using (3.6) and [34, Proposition 4.1] that sup0≤j≤N E[|XN
tj |

2] ≤ C. From the

Lipschitz property 2.2, we have ‖σ(x)‖ ≤ ‖σ(0)‖+ Lx and thus

E[|X̂N
tk+1
−XN

tk+1
|2] ≤4L2

k∑
j=0

E
[
‖G2(tk+1−j)‖2|X̂N

tj −X
N
tj |

2
] T
N

+ C
k∑
j=0

∥∥∥Ĝ2(tk+1−j)−G2(tk+1−j)
∥∥∥2 T

N

≤4L2M2
T

N

k∑
j=0

Ḡ2(tk+1−j)E
[
|X̂N

tj −X
N
tj |

2
]

+ CεN ,

with εN = T
N

∑N
j=1

∥∥∥Ĝ2(tj)−G2(tj)
∥∥∥2

and where the constant C > 0 may change from one

line to another. Since
∫ T

0 Ḡ2(t)dt <∞ by Assumption 2.7, we conclude the proof by applying
Lemma 4.1, which can be seen as a discrete version of the Generalized Gronwall Lemma [22,
Theorem 9.8.2]. �

Lemma 4.1 (A generalized discrete Gronwall Lemma). Let λ be a measure on R+ such that

K(t) =
∫
R+
e−ρtλ(dρ) < ∞ for any t > 0 and such that

∫ T
0 K(t)pdt < ∞ for some T, p > 0.

For a given N ∈ N∗, we consider a finite sequence (uNk )0≤k≤N of nonnegative real numbers

such that uN0 = 0 and

uNk+1 ≤ C1 + C2
T

N

k∑
j=0

K((k + 1− j) T
N

)puNj , k ∈ {0, . . . , N − 1},



12 AURÉLIEN ALFONSI AND AHMED KEBAIER

for some C1, C2 > 0. Then, there exists a constant M ∈ R∗+ depending only on (C2, p, T ) and
on the kernel K such that:

max
0≤k≤N

uNk ≤ C1M.

Proof. By the dominated convergence theorem, we may find a > 0 large enough depending

only on the kernel K and on (C2, p, T ) such that C2

∫ T
0 e−atK(t)pdt < 1/2. We note tk =

kT/N and have

e−atk+1uNk+1 ≤ C1e
−atk+1 + C2

T

N

k∑
j=0

e−atk+1−jK(tk+1−j)
pe−atjuNj

≤ C1 + C2

(
max

0≤j≤k
e−atjuNj

)
T

N

k+1∑
j=1

e−atjK(tj)
p.

Since the function t 7→ e−atK(t)p is continuous nonincreasing on (0, T ], we obtain that
T
N

∑k+1
j=1 e

−atjK(tj)
p ≤ T

N

∑N
j=1 e

−atjK(tj)
p ≤

∫ T
0 e−atK(t)pdt < 1/(2C2). Therefore, we ob-

tain that e−atk+1uNk+1 ≤ C1+1
2 max0≤j≤k e

−atjuNj . Let us denotemk = max0≤j≤k e
−atjuNj . We

thus have mk+1 ≤ max(mk,
mk
2 +C1). Since m0 = 0, and the function x 7→ max(x, x/2+C1) is

nondecreasing with fixed point 2C1 > 0 we get by induction that ∀k ∈ {0, . . . , N},mk ≤ 2C1.
We conclude by remarking that max0≤k≤N u

N
k ≤ eaTmN ≤ 2C1e

aT . �

We now turn to the second main result of this section: for a completely monotone kernel,
the Euler scheme on the SDE (2.11) (or (2.10)) is essentially the same as the Euler scheme
proposed by Richard et al. [34] on the corresponding SVE. Let us be more precise and consider
two kernels G1(t) =

∑n
i=1 αiM1(ρi)e

−ρit and G2(t) =
∑n

i=1 αiM2(ρi)e
−ρit with α1, . . . , αn ≥ 0

and 0 ≤ ρ1 < ρ2 < · · · < ρn. At a first glance, we could directly write the Euler scheme for
the SDE (2.11), but we have noticed in practice that for large values of ρi (typically when
ρiT/N >> 1), the approximation of the part of the drift term which is proportional to ρi may
not be accurate. This typically happens when approximating a completely monotone kernel.
To overcome this problem, we write the multifactor Euler scheme associated to (X̄i

t , Ȳ
i
t ) =

eρit(Xρi
t − xi0, Y

ρi
t − yi0). From (2.11), we easily get Xt = x0 +

∑n
j=1 αjM1(ρj)e

−ρjtX̄j
t +∑n

j=1 αjM2(ρj)e
−ρjtȲ j

t with

dX̄i
t = eρitb

x0 +
n∑
j=1

αjM1(ρj)e
−ρjtX̄j

t +
n∑
j=1

αjM2(ρj)e
−ρjtȲ j

t

 dt,

dȲ i
t = eρitσ

x0 +
n∑
j=1

αjM1(ρj)e
−ρjtX̄j

t +
n∑
j=1

αjM2(ρj)e
−ρjtȲ j

t

 dWt.

This leads to the following multifactor Euler scheme, for 0 ≤ k ≤ N − 1,

X̄i,N
tk+1

= X̄i,N
tk

+ eρitkb

x0 +
n∑
j=1

αjM1(ρj)e
−ρjtkX̄j,N

tk
+

n∑
j=1

αjM2(ρj)e
−ρjtk Ȳ j,N

tk

 T

N
,
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Ȳ i,N
tk+1

= Ȳ i,N
tk

+ eρitkσ

x0 +

n∑
j=1

αjM1(ρj)e
−ρjtkX̄j,N

tk
+

n∑
j=1

αjM2(ρj)e
−ρjtk Ȳ j,N

tk

 (Wtk+1
−Wtk),

with X̄i,N
t0

= Ȳ i,N
t0

= 0. Equivalently, we may set X̂i,N
tk

= e−ρitkX̄i,N
tk

and X̂i,N
tk

= e−ρitkX̄i,N
tk

.
Then, we get

X̂i,N
tk+1

= e−ρi
T
N

(
X̂i,N
tk

+ b
(
X̂N
tk

) T
N

)
, Ŷ i,N

tk+1
= e−ρi

T
N

(
Ŷ i,N
tk

+ σ
(
X̂N
tk

)
(Wtk+1

−Wtk)
)
,

(4.2)

X̂N
tk

= x0 +
n∑
i=1

αiM1(ρi)X̂
i,N
tk

+
n∑
i=1

αiM2(ρi)Ŷ
i,N
tk

.

In the case where G1(t) = G2(t) =
∑n

i=1 αiM(ρi)e
−ρit, we can similarly define the multifactor

Euler scheme associated to (2.10) by X̂i,N
t0

= 0 and

X̂i,N
tk+1

= e−ρi
T
N

(
X̂i,N
tk

+ b
(
X̂N
tk

) T
N

+ σ
(
X̂N
tk

)
(Wtk+1

−Wtk)

)
, (4.3)

X̂N
tk

= x0 +
n∑
i=1

αiM(ρi)X̂
i,N
tk
.

Theorem 4.2. Let us assume that G1(t) =
∑n

i=1 αiM1(ρi)e
−ρit and G2(t) =

∑n
i=1 αiM2(ρi)e

−ρit.

Then, the Euler schemes (4.1) and (4.2) coincides, i.e. ∀k ∈ {0, . . . , N}, XN
tk

= X̂N
tk

. Simi-

larly, when G1(t) = G2(t) =
∑n

i=1 αiM(ρi)e
−ρit, the Euler schemes (4.1) and (4.3) coincides.

Proof. We prove this result by induction on k. We have XN
t0 = X̂N

t0 = x0, and assume that

for 0 ≤ k < N , XN
tj = X̂N

tj for all j ∈ {0, . . . , k}. Then, we have by (4.2)

X̂N
tk+1

= x0 +

n∑
i=1

αiM1(ρi)X̂
i,N
tk+1

+

n∑
i=1

αiM2(ρi)Ŷ
i,N
tk+1

We have X̂i,N
tk+1

= e−ρiT/N (X̂i,N
tk

+ b(X̂N
tk

)T/N), and we get by induction on k and using

X̂i,N
t0

= 0,

X̂i,N
tk+1

=

k∑
j=1

e−ρi(k+1−j) T
N b(X̂N

tj )
T

N
.

We similarly have Ŷ i,N
tk+1

=
∑k

j=1 e
−ρi(k+1−j) T

N σ(X̂N
tj )(Wtj+1 −Wtj ) and then

X̂N
tk+1

=x0 +
k∑
j=1

n∑
i=1

αiM1(ρi)e
−ρi(k+1−j) T

N b(X̂N
tj )

T

N

+

k∑
j=1

n∑
i=1

αiM2(ρi)e
−ρi(k+1−j) T

N σ(X̂N
tj )(Wtj+1 −Wtj )

=x0 +

k∑
j=1

G1

(
(k + 1− j) T

N

)
b(X̂N

tj )
T

N
+

k∑
j=1

G2

(
(k + 1− j) T

N

)
σ(X̂N

tj )(Wtj+1 −Wtj ),
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which proves the first claim by using the induction hypothesis and (4.1). We get the second
claim with the same arguments. �

To implement the Euler scheme, the formulas (4.2) and (4.3) only require a computational
cost proportional to n×N . For n << N , this is much faster than computing the sums in (4.1).
Therefore, to approximate the SVE (2.1) with kernels of the form (1.2), two strategies are
possible: we can either use the Euler scheme (4.1) or approximate the kernels and use (4.2).
A thorough comparison between is beyond the scope of this paper, but we will show in the
numerical Section 6.4 the relevance of the second approach for the rough Heston model.

Moreover, the multifactor scheme (4.2) (resp. (4.3)) provides a universal multidimensional
approximation of (2.1) (resp. (2.1) with G1 = G2 = G) that can be used for any αi and

ρi, independently on the method used to fit Ĝ1(t) =
∑n

j=1 αjM1(ρj)e
−ρjt and Ĝ2(t) =∑n

j=1 αjM2(ρj)e
−ρjt to the given kernels G1 and G2 (resp. Ĝ(t) =

∑n
j=1 αjM(ρj)e

−ρjt to the

given kernel G).

We now discuss the possibility of reducing the value of n. In practice, when approximating
kernels, it may happen that we find very large values of the ρ’s exponential coefficients. This
is typically the case for kernels that are unbounded around 0, such as the rough kernel. In
this case, we observe that for large values of ρi it is useless to simulate X̂i,N and Ŷ i,N since

they remain close to zero as e−ρi
T
N << 1. We therefore introduce for β > 0

ñ = inf{k ∈ {1, . . . , n} : (M1 ∨M2)

n∑
i=k+1

αie
−ρi TN ≤

(
T

N

)β
for i ≥ k + 1}. (4.4)

Then, we define the following schemes for k ∈ {0, . . . , N − 1},

X̃i,N
tk+1

= e−ρi
T
N

(
X̃i,N
tk

+ b
(
X̃N
tk

) T
N

)
, Ỹ i,N

tk+1
= e−ρi

T
N

(
Ỹ i,N
tk

+ σ
(
X̃N
tk

)
(Wtk+1

−Wtk)
)
, 1 ≤ i ≤ ñ,

(4.5)

X̃N
tk

= x0 +
ñ∑
i=1

αiM1(ρi)X̃
i,N
tk

+
ñ∑
i=1

αiM2(ρi)Ỹ
i,N
tk

,

with X̃i,N
t0

= Ỹ i,N
t0

= 0, and in the case where G1 = G2:

X̃i,N
tk+1

= e−ρi
T
N

(
X̃i,N
tk

+ b
(
X̃N
tk

) T
N

+ σ
(
X̃N
tk

)
(Wtk+1

−Wtk)

)
, 1 ≤ i ≤ ñ, (4.6)

X̃N
tk

= x0 +

ñ∑
i=1

αiM(ρi)X̃
i,N
tk
.

The advantage of this new procedure is that it reduces the computational complexity to ñ×N ,
which is a clear gain compared to (4.1), (4.2), and (4.3). For sake of simplicity we analyse
the associated error only in the case G1 = G2.

Corollary 4.2. Let X̂N and X̃N be respectively defined by (4.3) and (4.6). Under the as-
sumptions of Theorem 3.1, there exists a constant C ∈ R+ such that

∀k ∈ {0, . . . , N}, E[|X̂N
tk
− X̃N

tk
|] ≤ C

(
T

N

)2β

.
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Proof. Let Ĝ(t) =
∑n

i=1 αie
−ρit and G̃(t) =

∑ñ
i=1 αie

−ρit. By definition of ñ (4.4), we get for
t ≥ T/N ,

Ĝ(t)− G̃(t) =

n∑
i=ñ+1

αie
−ρit ≤

n∑
i=ñ+1

αie
−ρiT/N ≤

(
T

N

)β
.

We then apply Theorem 3.1. �

5. More approximation results for the rough kernels

Let us start by applying the result of Corollary 3.1 to the measure λ defined in Equa-

tion (2.9). We have λ([0,K)) = cH(1/2 − H)K
1
2
−H and r(K) = O(K−2H) by Lemma 3.1,

which gives

∀t ∈ [0, T ], E[|Xt − X̂K
t |2] ≤ C

(
K−2H +

K3−2H

n2

)
.

By taking n = K
3
2 or equivalently K = n

2
3 , we get

E[|Xt − X̂K
t |2] =

n→∞
O(n−2H× 2

3 ). (5.1)

Let us recall that n is the number of points weighted by the approximating measure λ̂.
By Proposition 2.1, n scales as the dimension of the SDE that approximates the SVE and
therefore as the computation time needed to simulate the SDE. The goal of this section is to
improve this rate, by assuming more regularity on the functions Mj .

To get a better approximation, we assume more regularity on the functions M1 and M2.

To approximate GKj (t) =
∫K

0 e−ρtMj(ρ)cHρ
−H−1/2dρ, we use the same type of approximation

on [0,Kβ] with 0 < β < 1 and then use the Simpson’s rule on [Kβ,K], with K > 1.

Proposition 5.1. Suppose that λ is given by (2.9). Let us assume that the functions M1 and

M2 are C4 with bounded derivatives. Let β ∈ (0, 1) and ĜKj (t) =
∫
R+
e−ρtMj(ρ)λ̂S(dρ) with

λ̂S(dρ) =
n∑
i=1

λ(IK
β

i,n )δ
ρK

β
i,n

+
cH(K −Kβ)

6n

n∑
i=1

[
(ρKi,n,0)−H−

1
2 δρKi,n,0

+ 4(ρKi,n,1)−H−
1
2 δρKi,n,1

+ (ρKi,n,2)−H−
1
2 δρKi,n,2

]
,

where IK
β

i,n = [ i−1
n Kβ, inK

β), ρK
β

i,n ∈ IK
β

i,n , ρKi,n,0 = Kβ+ (i−1)(K−Kβ)
n , ρKi,n,1 = Kβ+ (2i−1)(K−Kβ)

2n

and ρKi,n,2 = Kβ+ i(K−Kβ)
n . With β = 10−6H

13−6H and K ∼ n
13−6H
15−6H , there exists a constant C ∈ R∗+

such that
∀t ∈ [0, T ], E[|X̂K

t −Xt|2] ≤ Cn−2H× 13−6H
15−6H .

We clearly have 5
6 ≤

13−6H
15−6H for H ∈ (0, 1/2) and notice that λ̂S weights 3n + 1 = O(n)

different points. Thus, the approximation given by Proposition 5.1 is asymptotically better
than the one given by Corollary 3.1.

Proof. We aim at applying Theorem 3.2. We have

ĜKj (t)−GKj (t) =
n∑
i=1

∫
IK

β
i,n

[
Mj(ρ

Kβ

i,n )e−ρ
Kβ

i,n t −Mj(ρ)e−ρt
]
λ(dρ)−

∫ K

Kβ

Mj(ρ)e−ρtcHρ
−H−1/2dρ
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+
cH(K −Kβ)

6n

n∑
i=1

[
(ρKi,n,0)−H−

1
2Mj(ρ

K
i,n,0) + 4(ρKi,n,1)−H−

1
2Mj(ρ

K
i,n,1) + (ρKi,n,2)−H−

1
2Mj(ρ

K
i,n,2)

]
.

The norm of the first sum can be upper bounded by O
(
λ([0,Kβ))K

β

n

)
= O

(
Kβ(3/2−H)

n

)
, as in

the proof Corollary 3.1. For the other terms, we work componentwise and may assume w.l.o.g.
that Mj is real valued. Let ψt(ρ) = cHMj(ρ)ρ−H−1/2e−ρt. The well known convergence result
on the Simpson’s rule (see e.g. [25], p. 339) allows to upper bound the norm of the other
terms by

supρ∈[Kβ ,K] ψ
(4)
t (ρ)

90n4

(K −Kβ

2

)5
.

We get that supt∈[0,T ] supρ∈[Kβ ,K] ψ
(4)
t (ρ) = O(K−β(H+1/2)) by using that the derivatives of

Mj are bounded and 0 ≤ e−ρt ≤ 1. This leads to

∀t ∈ [0, T ], ‖ĜKj (t)−GKj (t)‖ ≤ C

(
Kβ(3/2−H)

n
+
K5−β(H+1/2)

n4

)
. (5.2)

Note that (H2) is then satisfied for n ≥ max(Kβ(3/2−H),K [5−β(H+1/2)]/4). Then, by Theo-
rem 3.2 and Lemma 3.1, we then get

∀t ∈ [0, T ],

√
E[|X̂K

t −Xt|2] ≤ C

(
K−H +

Kβ(3/2−H)

n
+
K5−β(H+1/2)

n4

)
.

By taking β = 10−6H
13−6H and K ∼ n

13−6H
15−6H , we equalize the three terms and get the claim. �

We can now go further and use higher order numerical integration algorithm such as the
Newton-Cotes method, which for any even number J ∈ N and any smooth function f : [a, b]→
R gives (see e.g. [25, Theorem 1, p. 310])∫ b

a
f(x)dx = (b− a)

J∑
j=0

cJj f(a+ j
b− a
J

) + c̃J(b− a)J+3f (J+2)(ξ), with ξ ∈ (a, b),

where the coefficients (cJj )0≤j≤J and c̃J are known explicitly. We recover the Simpson’s rule

by taking J = 2. Hence, one can use the Newton-Cotes method on the interval [Kβ,K]. This
leads to a new measure

λ̂NC(dρ) =

n∑
i=1

λ(IK
β

i,n )δ
ρK

β
i,n

+
cH(K −Kβ)

n

n∑
i=1

J∑
j=0

cJj (ρK,Ji,n,j)
−H− 1

2 δ
ρK,Ji,n,j

(5.3)

with ρK,Ji,n,j = Kβ + K−Kβ

n (i− 1 + j
J ).

Proposition 5.2. Suppose that λ is given by (2.9). Let us assume that the functions M1

and M2 are C∞ with bounded derivatives. Let J ∈ N and ĜKj (t) =
∫
R+
e−ρtMj(ρ)λ̂NC(dρ)

with λ̂NC defined by (5.3). With β = 2(J+3)−2(J+1)H
3J+7−2(J+1)H and K ∼ n

3J+7−2(J+1)H
3J+9−2(J+1)H , there exists a

constant C ∈ R∗+ such that

∀t ∈ [0, T ], E[|X̂K
t −Xt|2] ≤ Cn−2H× 3J+7−2(J+1)H

3J+9−2(J+1)H .

For any ε ∈ (0, 1), there exists J such that supt∈[0,T ] E[|X̂K
t −Xt|2] = O(n−2H×(1−ε)).
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We note that we get back Proposition 5.1 in the case J = 2.

Proof. We follow the same arguments as in the proof of Proposition 5.1. The terms corre-

sponding to the Newton-Cotes method can be upper bounded by |c̃J |
sup

ρ∈[Kβ,K]
ψ
(J+2)
t (ρ)

nJ+2

(
K −Kβ

)J+3
,

that is uniformly O
(
KJ+3−β(H+1/2)

nJ+2

)
in t ∈ [0, T ]. We get

∀t ∈ [0, T ], ‖ĜKj (t)−GKj (t)‖ ≤ C

(
Kβ(3/2−H)

n
+
KJ+3−β(H+1/2)

nJ+2

)
,

and then by Corollary 3.1 and Lemma 3.1, we obtain

∀t ∈ [0, T ],

√
E[|X̂K

t −Xt|2] ≤ C

(
K−H +

Kβ(3/2−H)

n
+
KJ+3−β(H+1/2)

nJ+2

)
. (5.4)

With β = 2(J+3)−2(J+1)H
3J+7−2(J+1)H and K ∼ n

3J+7−2(J+1)H
3J+9−2(J+1)H , the three terms are of the same order and

we get the first claim. We get the second claim noticing that 3J+7−2(J+1)H
3J+9−2(J+1)H →

J→+∞
1. �

In dimension d = 1 with M1 = M2 ≡ 1, it is possible to take a particular value for ρKi,n in

IKi,n that improves the rate of convergence. This is stated in the next proposition.

Proposition 5.3. Let us assume that d = 1 and M1 = M2 ≡ 1. Let us define

ρKi,n =

∫
IKi,n

ρλ(dρ)

λ(IKi,n)
.

(1) Let λ̂(dρ) be defined by (3.9) with these particular values for ρKi,n. Then, the approxi-

mation ĜKj (t) =
∫
e−ρtλ̂(dρ) with K ∼ n

4
5 leads to

∃C > 0,∀t ∈ [0, T ],E[|X̂K
t −Xt|2] ≤ Cn−2H× 4

5 .

(2) Let λ̂NC(dρ) be defined by (5.3) with these particular values for ρK
β

i,n . Then, the

approximation ĜKj (t) =
∫
e−ρtλ̂NC(dρ) with β = 4J+12−2HJ

5J+12−2HJ and K = n
4

5β+2H(1−β)

leads to

∃C > 0,∀t ∈ [0, T ],E[|X̂K
t −Xt|2] ≤ Cn−2H× 5J+12−2HJ

5J+15−2HJ .

In particular for Simpson’s rule (λ̂S), we get supt∈[0,T ] E[|X̂K
t −Xt|2] = O(n−2H× 22−4H

25−4H ).

It is worth noticing that for the one-dimensional setting, the rate of convergence with factor 4
5

obtained in the first statement is the same as the one obtained by Abi Jaber and El Euch [2]

on the kernels Gj and their discrete approximating kernels ĜKj . Here, we get in addition a

strong estimation error on the processes with the same rate. Note that the factor 4
5 improves

the factor 2
3 obtained in (5.1), when the values of ρKi,n are only assumed to be in IKi,n. Similarly,

we notice that
3J + 7− 2(J + 1)H

3J + 9− 2(J + 1)H
<

5J + 12− 2HJ

5J + 15− 2HJ
< 1,

which shows that the convergence rate is improved with respect to Proposition 5.2 but the
factor still remains under 1. Very recently, for the one-dimensional setting, Harms [23] has
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obtained an arbitrary rate of convergence O(n−r) by using quadrature rules with m > 3r/2H
points on a geometric discretization grid in ρ with n intervals. However, the constant C such

that supt∈[0,T ]

√
E[|X̂K

t −Xt|2] ≤ Cn−r may be quite large. To be more precise, the constant

C given by [23, Lemma 2] scales as (1/η)m (since the constant C3 defined there scales as
1/η), where η may be close to zero and m quite large. This is confirmed by the numerical
expermient [23, Figure 3] where for example, an error of 10−2 is obtained for H = 0.1 with
m = 20 and about 25 intervals, which makes 25 × 20 = 500 exponential factors, while in
the present paper we obtain very good approximations with less than 80 exponential factors,
see Table 6. Besides, in practice the asymptotic rate of convergence is not the only issue.
Since one approximates the SVE by an SDE with a O(n) times higher dimension, one is
rather interested to use a not to high value of n. We will discuss of this in the next numerical
section, see Subsection 6.2.

Proof of Proposition 5.3. For the first assertion, we remark that

|GKj (t)− ĜKj (t)| =

∣∣∣∣∣
n∑
i=1

∫
IKi,n

(e−ρt − e−ρ
K
i,nt)λ(dρ)

∣∣∣∣∣ ≤
n∑
i=1

∣∣∣∣∣
∫
IKi,n

(e−ρt − e−ρ
K
i,nt)λ(dρ)

∣∣∣∣∣ .
From a Taylor expansion, we get

e−ρt − e−ρ
K
i,nt = −t(ρ− ρKi,n)e−ρ

K
i,nt +

∫ ρ

ρKi,n

t2e−xt(ρ− x)dx.

When integrating with respect to λ over IKi,n , the first term vanishes and we get∣∣∣∣∣
∫
IKi,n

(e−ρt − e−ρ
K
i,nt)λ(dρ)

∣∣∣∣∣ =

∣∣∣∣∣
∫
IKi,n

∫ ρ

ρKi,n

t2e−xt(ρ− x)dxλ(dρ)

∣∣∣∣∣
≤ t2

∫
IKi,n

∫ ρ

ρKi,n

|ρ− x|dxλ(dρ) =
t2

2

∫
IKi,n

(ρ− ρKi,n)2λ(dρ) ≤ t2K2

2n2
λ
(
IKi,n
)

since ρKi,n ∈ IKi . Summing over i, we get

|GKj (t)− ĜKj (t)| ≤ t2K2

2n2
λ ([0,K]) . (5.5)

Thus, (H2) holds for n ≥ K
√
λ ([0,K]). By Theorem 3.2 and Lemma 3.1, we get the existence

of C ∈ R∗+ such that

∀t ∈ [0, T ],E[|XK
t −Xt|2] ≤ C

(
K−2H +

K5−2H

n4

)
.

This leads to the claim with K ∼ n
4
5 .

For the proof of the second point, we use the result of the first point and repeat the
arguments of the Proof of Proposition 5.2. We thus get

∀t ∈ [0, T ],

√
E[|X̂K

t −Xt|2] ≤ C

(
K−H +

Kβ(5/2−H)

n2
+
KJ+3−β(H+1/2)

nJ+2

)
.

instead of (5.4). Taking β = 4J+12−2HJ
5J+12−2HJ and K = n

4
5β+2H(1−β) makes the three terms of the

same order and leads to the result. The case J = 2 corresponds to Simpson’s rule. �
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6. Numerical experiments

6.1. Validation of the theoretical results. The aim of this section is to illustrate the
different convergence rates on a very simple example for the rough kernel (2.9). Namely, we
take b(x) = 0, σ(x) = 1, which means that

Xt = X0 +
1

Γ(H + 1/2)

∫ t

0
(t− s)H−

1
2dWs.

For this process, we have implemented the four following approximations.

(1) X̂1,n
t the approximation given by Corollary 3.1 withK = n

2
3 , ρKi,n = i−1/2

n K. From (5.1),

the theoretical rate of convergence is E[|X̂1,n
t −Xt|] = O(n−H×

2
3 ).

(2) X̂2,n
t the approximation given by Proposition 5.3 with λ̂ and K = n

4
5 . The theoretical

rate of convergence is E[|X̂2,n
t −Xt|] = O(n−H×

4
5 ).

(3) X̂3,n
t the approximation given by Proposition 5.1 with K = n

13−6H
15−6H and ρK

10−6H
13−6H

i,n =
i−1/2
n K

10−6H
13−6H . The theoretical rate of convergence is E[|X̂3,n

t −Xt|] = O(n−H×
13−6H
15−6H ).

(4) X̂4,n
t the approximation given Proposition 5.3 with λ̂S , K = n

22−4H
25−4H . The theoretical

rate of convergence is E[|X̂4,n
t −Xt|] = O(n−H×

22−4H
25−4H ).

Note that for 0 ≤ ρ1 < · · · < ρn it is possible to simulate exactly the Gaussian vector(∫ t

0
exp(−ρ1(t− s))dWs, . . . ,

∫ t

0
exp(−ρn(t− s))dWs,

1

Γ(H + 1/2)

∫ t

0
(t− s)H−

1
2dWs

)
.

It is centered with covariance matrix Σ such that

Σi,j =
1− exp(−(ρi + ρj)t)

ρi + ρj
for 1 ≤ i, j ≤ n,

Σn+1,n+1 =
1

2HΓ(H + 1/2)2
t2H , (6.1)

Σi,n+1 = ρ
−H−1/2
i

∫ ρit

0

1

Γ(H + 1/2)
sH−1/2e−sds.

The last quantity involves the incomplete gamma function that can be calculated efficiently.
For each j ∈ {1, . . . , 4}, we have calculated, using the following basic lemma, the quantity

ζj,nt := E[|X̂j,n
t −Xt|2].

We reported the obtained results in Tables 1–4.

Lemma 6.1. Let 0 ≤ ρ1 < · · · < ρn, α1, . . . , αn ∈ R. Then,
n∑
i=1

αi

∫ t

0
exp(−ρn(t− s))dWs −

1

Γ(H + 1/2)

∫ t

0
(t− s)H−

1
2dWs

is a centered Gaussian random variable with variance∫ t

0

(
(t− s)H−

1
2

Γ(H + 1/2)
−

n∑
i=1

αi exp(−ρn(t− s))

)2

ds = v>Σv,

where Σ is defined by (6.1) and v ∈ Rn+1 is defined by vi = αi for 1 ≤ i ≤ n and vn+1 = −1.
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We have calculated ζj,nt with n = 50 and n = 100 for j ∈ {1, 2} and n = 16 and n = 32

for j ∈ {3, 4}. Since the measure λ̂S weights 3n+ 1 points, this corresponds to approximate
with SDEs of dimension 49 and 97, making the comparison with the case j ∈ {1, 2} relevant.
We have also calculated

γ̂j,nt =
1

2H log(2)
log(ζj,nt /ζj,2nt ),

as a numerical estimation of the speed of convergence factor. Indeed, if we had E[|X̂j,n
t −

Xt|2] ∼n→∞ cn−2H×γ for some constants c, γ > 0, then γ̂j,nt would estimate the factor γ. In
our work, we have obtained

E[|X̂j,n
t −Xt|2] =n→∞ O(n−2H×γ),

and we have reported this theoretical value of γ in the tables below.

H 0.45 0.25 0.05

ζ1,n
1 0.00443 0.0547 2.1404

ζ1,2n
1 0.00279 0.0432 2.0436

γ̂1,n
1 0.7433 0.6848 0.6678

Theoretical factor 2/3 2/3 2/3
Table 1. Convergence results for the first approximation, with n = 50

H 0.45 0.25 0.05

ζ2,n
1 0.00024 0.0413 2.0313

ζ2,2n
1 0.00015 0.0313 1.9218

γ̂2,n
1 0.80020 0.80016 0.80003

Theoretical factor 0.8 0.8 0.8
Table 2. Convergence results for the second approximation, with n = 50

H 0.45 0.25 0.05

ζ3,n
1 0.00627 0.0628 2.1869

ζ3,2n
1 0.00357 0.0462 2.0594

γ̂3,n
1 0.9064 0.8838 0.8669

Theoretical factor 0.8374 0.8519 0.8639
Table 3. Convergence results for the third approximation, with n = 16

From these numerical results, we observe the following facts:
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H 0.45 0.25 0.05

ζ4,n
1 0.00046 0.0588 2.177

ζ4,2n
1 0.00027 0.0434 2.048

γ̂4,n
1 0.8713 0.8754 0.8792

Theoretical factor 0.8707 0.875 0.8790
Table 4. Convergence results for the fourth approximation, with n = 16

• For each method, the quality of the approximation downgrades as H gets closer to 0.
For H = 0.05, even if we observe empirical rates of convergence that are in line
with our theoretical results, the approximation error is around 2 for all methods,
which is clearly too large for practical use. The next subsection presents significant
improvements for this issue.
• We notice that the numerical estimation of the speed of convergence factor is al-

ways above the theoretical value of γ. These values coincide quite well for the one-
dimensional methods (2nd and 4th methods) and for the case H = 0.05 for all meth-
ods. For the approximations 1 and 3 and the values H = 0.45 and 0.25, the theoretical
value of the speed of convergence factor seems to be slightly pessimistic.
• The improvement due to the particular choice of ρKi,n in dimension 1 is significant.

The values of ζ2,n
1 and ζ2,2n

1 (resp. ζ4,n
1 and ζ4,2n

1 ) are significantly smaller than the

one of ζ1,n
1 and ζ1,2n

1 (resp. ζ3,n
1 and ζ3,2n

1 ).
• The asymptotic acceleration of convergence obtained by Simpson’s rule (i.e. by using

approximation 3 (resp. 4) instead of 1 (resp. 2)) is not yet observed for these values
of n. The approximation 1 (resp. 2) with n = 50 gives a slightly better result than
approximation 3 (resp. 4) with n = 16.

6.2. Improvement of the approximations for the rough kernel : a systematic
approach. In practice, the method provided by truncating and discretizing the integral∫ +∞

0 e−ρtM(ρ)λ(dρ) is partly satisfactory. Its advantage is that it is systematic, and it may
lead to good rates of convergence when λ(dρ) has a thin tail and under smoothness assump-

tion. For the rough kernel, λ(dρ) = cHρ
−H−1/2dρ is not smooth close to the origin and has

fat tails, which makes the truncation error large. Thus, the convergences that we obtain in
Section 5 are quite slow, especially when H is close to zero. Here, we present a systematic
way to correct this by truncating at a higher level.

The principle is the following. All the methods that we have presented consists in truncating
the integral

∫
R+
e−ρtλH(dρ) at K = nγH for some γ > 0 and then to use a discretization

scheme on [0,K]. Here, in addition, we take A > 1 and approximate the integral on [K,AnK)
by using the same discretization rule on each interval [Ai−1K,AiK) for i = 1, . . . , n. Since
the size of these intervals does not go to zero, we do not expect to improve the asymptotic
rate of convergence: the goal is rather to reduce the truncation error.

For simplicity, we present this idea only on the approximation λ̂ given by Proposition 5.3.
Namely, let K > 0 and we define for i ∈ {1, . . . , 2n},

IK,Ai,n =

[
i− 1

n
K,

i

n
K

)
for i ≤ n, IK,Ai,n =

[
KAi−n−1,KAi−n

)
for n+ 1 ≤ i ≤ 2n. (6.2)
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We then consider for i ≤ 2n, ρK,Ai,n =

∫
I
K,A
i,n

ρλH(dρ)∫
I
K,A
i,n

λH(dρ)
, which can be calculated exactly since∫

[a,b] ρλH(dρ)∫
[a,b] λH(dρ)

=
1/2−H
3/2−H

× b3/2−H − a3/2−H

b1/2−H − a1/2−H for 0 ≤ a < b.

Last, we define the corresponding approximating measure λ̂A by

λ̂A(dρ) =

2n∑
i=1

λH(IK,Ai,n )δ
ρK,Ai,n

(dρ), (6.3)

and ĜK,A(t) =
∫
R+
e−ρtλ̂A(dρ). We have the simple but interesting result.

Proposition 6.1. Let λ̂A(dρ) be defined by (6.3), λ̂(dρ) =
∑n

i=1 λH(IK,Ai,n )δ
ρK,Ai,n

(dρ) be the

measure introduced in Proposition 5.3 and ĜK(t) =
∫
R+
e−ρtλ̂(dρ). Then, we have

ĜK(t) ≤ ĜK,A(t) ≤ GλH (t).

If X (resp. X̂K,A) denotes the solution of Xt = x0 +
∫ t

0 GλH (t − s)b(X̂s)ds +
∫ t

0 GλH (t −
s)σ(Xs)dWs (resp. X̂K,A

t = x0 +
∫ t

0 Ĝ
K,A(t− s)b(X̂K,A

s )ds+
∫ t

0 Ĝ
K,A(t− s)σ(X̂K,A

s )dWs), we

have E[|X̂K,A
t −Xt|2] = O(n−2H× 4

5 ) if K ∼n→∞ cn4/5 for some c ∈ R∗+.

Proof. The first inequality is obvious. The second one is a consequence of Jensen inequality

that gives
∫
I e
−ρtλH(dρ) ≥ λH(I)e

−
∫
I ρλH (dρ)∫
I λH (dρ)

t
on any interval I since ρ → e−ρt is a convex

function. We then get 0 ≤ GλH (t) − ĜK,A(t) ≤ GλH (t) − ĜK(t) and thus
∫ T

0 (GλH (t) −
ĜK,A(t))2dt ≤

∫ T
0 (GλH (t) − ĜK(t))2dt for any T > 0. This gives by (5.5), Theorem 3.2 and

Lemma 3.1 the rate of convergence. �

Note that Proposition 6.1 gives the same asymptotic rate of convergence than Proposi-
tion 5.3. This is confirmed on our numerical experiments: we have indicated in Table 5 the
L2-errors obtained with K = n4/5 and A = 3 and the estimated rate of convergence γ̂ that
is close to the theoretical one of 4/5. However, comparing with Table 2 (approximation by

ĜK), we see that the error is significantly reduced: for n = 50 and H = 0.05, we get a
squared error of 0.0112 instead 2.03. Thus, if the rate of convergence is not improved with
respect to the approximation given by λ̂, the approximation given by λ̂A significantly reduces
the approximation error. This suggests that the kernel with the constant A improves the
multiplicative constant in the rate of convergence.

H 0.45 0.25 0.05
ζ50

1 1.631× 10−6 8.305× 10−5 0.01120
ζ200

1 5.866× 10−7 4.567× 10−5 0.002547
ζ400

1 3.520× 10−7 3.412× 10−5 0.002408
γ̂ := 1

2H log(2) log(ζ200
1 /ζ400

1 ) 0.819 0.841 0.806

Theoretical factor 0.8 0.8 0.8

Table 5. Convergence results for ζnt = E[|X̂K,A
t −Xt|2], with A = 3 and t = 1.
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(f) H = 0.05, n = 40

Figure 1. Plots of GλH (t) = tH−1/2

Γ(H+1/2) (black), Ĝn
4/5

(t) (blue), Ĝn
4/5,A∗(t)

(red) and Ĝsys2n (t) (magenta) for different values of H and n.
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Now, we discuss the choice of A. By Theorem 3.1,
∫ T

0 (GλH (t) − ĜK,A(t))2dt is a natural
criterion to assess the quality of the approximation. Besides, we know by Lemma 6.1 that this

quantity can be calculated easily. Thus, it is natural to find A∗ that minimizes
∫ T

0 (GλH (t)−
ĜK,A(t))2dt. This can be done in practice by using a one-dimensional optimization routine.

Last, once A∗ has been calculated, we still notice that we have ĜK,A
∗
(t) ≤ GλH (t) by

Proposition 6.1. Therefore, there exists ξ∗ ≥ 1 that minimizes
∫ T

0 (GλH (t) − ξĜK,A∗(t))2dt,
namely

ξ∗ =

∫ T
0 GλH (t)ĜK,A

∗
(t)dt∫ T

0 (ĜK,A∗(t))2dt
,

that can similarly as in Lemma 6.1 be calculated exactly by the mean of the Gamma incom-
plete function. Let us note that with this last adjustment, the approximation ξ∗GK,A

∗
is still

completely monotone, which may be an interesting property to preserve.

Figure 1 illustrates for different values of H the different approximations of the rough

kernel. It shows the interest of the progressive steps of our approximations from Ĝn
4/5

(t) to

Ĝn
4/5,A∗(t) and then to ξ∗Ĝn

4/5,A∗(t). Here, and from now on, we set for n ∈ 2N∗

Ĝsysn (t) := ξ∗Ĝ(n/2)4/5,A∗(t), (6.4)

the approximation obtained with the systematic approach that uses a combination of n ex-
ponential functions.

We first observe that the approximation Ĝn
4/5

(t) provided by Proposition 5.3 is not accurate
close to time zero, due to the truncation. For H = 0.45 (resp. H = 0.25), the approximation

provided by Ĝn
4/5,A∗(t) and Ĝsys2n (t) are quite perfect for n = 5 (resp. n = 10). For H =

0.05 and n = 10, one better observes the role of the parameter ξ∗ that shifts upward the
approximation so that it crosses GλH at some optimal point to minimize the L2 error. For
n = 40 the approximation of the rough kernel is quite perfect. We have indicated in Table 6
the corresponding L2 errors between Ĝsysn and the rough kernel for different values of H and n.

H n
√∫ 1

0 (GλH (t)− Ĝsysn (t))2dt

0.45 10 0.00209
0.45 20 0.00107
0.25 20 0.0134
0.25 40 0.0049
0.05 40 0.189
0.05 80 0.084

Table 6. Values of the L2 error between the rough kernel and its approxima-
tion by the systematic approach.

6.3. Application to the Rough Bergomi model. In this subsection, we give a practical
application and consider the pricing of European call options with the Rough Bergomi model.
This model is interesting to test our kernel approximations since we are able to sample exactly
both the model and its approximation, without any additional discretization error. Therefore,
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the only bias comes from our approximation. We thus consider a two dimensional Brownian
motion W and the following dynamics:

St = S0 exp

(∫ t

0

√
νs(ρdW

1
s +

√
1− ρ2dW 2

s )− 1

2

∫ t

0
νsds

)
, (6.5)

νt = ν0 exp

(
η
√

2H

∫ t

0
(t− s)H−1/2dW 1

s −
η2

2
t2H
)
. (6.6)

We first describe the algorithm of Bayer et al. [4]. It consists in discretizing the time

interval [0, T ] with N time steps. Thus, one has to simulate the Gaussian vector (
∫ l
N
T

0 ( l
N T −

s)H−1/2dW 1
s ,W

1
l
N
T

)l=1,...,N by computing a Cholesky decomposition of the covariance matrix.

Then, the values of ν l
N
T are sampled exactly, and one approximate S with the following

scheme, for l ∈ {1, . . . , N}:

Ŝ l
N
T = Ŝ l−1

N
T exp

(
ν l−1
N
T

(
ρ(W 1

l
N
T
−W 1

l−1
N
T

) +
√

1− ρ2(W 2
l
N
T
−W 2

l−1
N
T

)
)
− 1

2
ν l−1
N
T

T

N

)
.

Here, we furthermore approximate ν by using an approximation of the rough kernel.
Namely we use that

√
2H

∫ t

0
(t− s)H−1/2dW 1

s =
√

2HΓ(H + 1/2)

∫ t

0
GλH (t− s)dW 1

s

≈
√

2HΓ(H + 1/2)

∫ t

0
Ĝsysn (t− s)dW 1

s .

Since the approximation is a combination of exponential functions, we can simulate it exactly

by the Gaussian vector (
∫ l
N
T

0 exp
(
−ρi( l

N T − s)
)
dW 1

s ,W
1
l
N
T

)l∈{1,...,N},i again by computing

a Cholesky decomposition of the covariance matrix. Then, we define the following approxi-
mation of ν with c̄ = η

√
2HΓ(H + 1/2):

ν̂ l
N
T = ν l−1

N
T exp

(
c̄

∫ t

0
Ĝsysn (t− s)dW 1

s −
1

2
c̄2

∫ t

0
Ĝsysn (t− s)2ds

)
. (6.7)

Note that the integral
∫ t

0 Ĝ
sys
n (t− s)2ds can be easily calculated exactly. We notice that it is

important in numerical applications to compute it instead of using η2

2 [( l
N T )2H − ( l−1

N T )2H ]
that introduces some bias. This slight modification improves significantly the numerical
results in approximating the smile curve.
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Figure 2. Implicit volatility of the Call option with strike ek obtained by the
Monte-Carlo estimator: the method of Bayer et al [4] in blue, our proposed
approximation in red. Respective 95% confidence intervals delimited with
dotted lines in magenta and green. Parameters: H = 0.07, S0 = 1, v0 =
0.2352, η = 1.9, ρ = −0.9, T = 0.041, N = 20 and the approximation kernel
Ĝsysn (t) with n = 20.

In Figure 2, we have plotted the smile obtained by the algorithm of Bayer et al. [4]. We
have taken back the parameter sets of this paper (also taken in Bennedsen et al. [8]) and we
focus on their most challenging example, i.e. the one with short maturity T = 0.041. We have
approximated by Monte-Carlo the value of E[(ST−ek)+] with 106 samples. The approximation
that we propose is very close to the smile produced by the method proposed in [4], which
shows its relevance. Note that on this specific example, there is no particular advantage to
use our kernel approximation rather than the one of Bayer et al. [4] since everything can be
sampled exactly. However, if one uses for the volatility a more involved Volterra SDE with the
rough kernel, exact sampling is no longer possible while our kernel approximations can still
be used since they correspond to a classical SDE in a higher dimension. This is the purpose
of the next subsection.

6.4. Comparison between different numerical schemes for the rough Heston model.
We now focus on the more challenging case of the rough Heston model introduced by [16].



APPROXIMATION OF STOCHASTIC VOLTERRA EQUATIONS 27

This model has the following dynamics

St = S0 +

∫ t

0
Ss
√
Vs d

(
ρWs +

√
1− ρ2W⊥s

)
,

Vt = V0 +

∫ t

0
GλH (t− s)

((
θ − λVs

)
ds+ σ

√
Vs dWs

)
,

(6.8)

where (W,W⊥) are two independent Brownian motions, GλH (t) is the rough kernel func-
tion (2.8), S0, V0, θ, λ, σ > 0 and ρ ∈ [−1, 1]. To approximate this process, it is more conve-
nient to work with Yt = log(St).

6.4.1. Presentation of the Volterra Euler scheme, the multifactor and the hybrid multifactor
Euler schemes. Richard et al. [34, 35] have studied the Volterra Euler scheme for general
SVE with Lipschitz coefficients. For (6.8), they consider the following scheme on the time
grid tk = kT/N , k ∈ {0, . . . N − 1}:

Y N
tk+1

= Y N
tk
− 1

2
(V N
tk

)+
T

N
+
√

(V N
tk

)+

(
ρ(Wtk+1

−Wtk) +
√

1− ρ2(W⊥tk+1
−W⊥tk )

)
,

V N
tk+1

= V0 +
k∑
j=0

GλH

(
(k + 1− j) T

N

)((
θ − λ(V N

tj )+

) T
N

+ σ
√

(V N
tj

)+(Wtj+1 −Wtj )
)
.

(6.9)

Due to summation in the definition of V N
tk+1, the computational complexity is of order of N2.

We consider an approximating kernel Ĝ(t) =
∑n

i=1 αie
−ρit with αi > 0 and 0 ≤ ρ1 < · · · <

ρn. We now write the multifactor Euler scheme corresponding to the multidimensional SDE
approximation (2.10). For this aim, we can use for V the multifactor Euler scheme given
by (4.3), which leads to the following numerical scheme:

Ŷ N
tk+1

= Ŷ N
tk
− 1

2
(V̂ N
tk

)+
T

N
+
√

(V̂ N
tk

)+

(
ρ(Wtk+1

−Wtk) +
√

1− ρ2(W⊥tk+1
−W⊥tk )

)
,

V̂ i,N
tk+1

= e−ρi
T
N

(
V̂ i,N
tk

+ (θ − λ(V̂ N
tk

)+)
T

N
+ σ

√
(V̂ N
tk

)+(Wtk+1
−Wtk)

)
, 1 ≤ i ≤ n

V̂ N
tk+1

= V0 +

n∑
i=1

αiV̂
i,N
tk+1

,

(6.10)

with V̂ i,N
t0

= 0. Note that by Theorem 4.2, V̂ N
tk+1

satifies the same recurrence formula as V N
tk+1

in (6.9), when replacing GλH by Ĝ. Unlike the scheme (6.9), this scheme has a computational
complexity of order n × N . This is a clear advantage of our scheme when N gets large.
Besides, we can reduce n as follows by using the idea of Corollary 4.2, even if the diffusion
coefficient is not Lipschitz. More precisely, we define (we take β = 1 in (4.4) since it leads to
accurate results)

ñ = inf{k ∈ {1, . . . , n} :

n∑
i=k+1

αie
−ρi TN ≤ T

N
for i ≥ k + 1}. (6.11)
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Then, we simply consider

Ỹ N
tk+1

= Ỹ N
tk
− 1

2
(Ṽ N
tk

)+
T

N
+
√

(Ṽ N
tk

)+

(
ρ(Wtk+1

−Wtk) +
√

1− ρ2(W⊥tk+1
−W⊥tk )

)
,

Ṽ i,N
tk+1

= e−ρi
T
N

(
Ṽ i,N
tk

+ (θ − λ(Ṽ N
tk

)+)
T

N
+ σ

√
(Ṽ N
tk

)+(Wtk+1
−Wtk)

)
, 1 ≤ i ≤ ñ

Ṽ N
tk+1

= V0 +
ñ∑
i=1

αiṼ
i,N
tk+1

.

(6.12)

Very recently, an hybrid multifactor scheme has been proposed by Rømer [36] that combines
the hybrid approximation proposed by Bennedsen et al. [8] for general kernels and the well-
known multifactor approximation of completely monotone kernels. The principle of this
scheme is to approximate Vtk+1−κ for some κ ∈ N∗ by using the multifactor approximation

(denoted here by V̌ multi
tk+1−κ

) and then approximate Vtk+1
by

Vtk+1
= Vtk+1−κ +

∫ tk+1

tk+1−κ

GλH (tk+1 − s)[(θ − λVs)ds+ σ
√
VsdWs]

≈ V̌ multi
tk+1−κ

+
κ∑
i=1

(θ − λVtk+1−i)

∫ tk+2−i

tk+1−i

GλH (tk+1 − s)ds+ σ
√
Vtk+1−i

∫ tk+2−i

tk+1−i

GλH (tk+1 − s)dWs.

As noticed by Bennedsen et al [8] and then by Rømer [36], the choice κ = 1 is usually sufficient
in practice, which leads to the following scheme [36, Definition 1] for k ∈ {0, . . . , N − 1}:

Y̌ N
tk+1

= Y̌ N
tk
− 1

2
(V̌ N
tk

)+
T

N
+
√

(V̌ N
tk

)+

(
ρ(Wtk+1

−Wtk) +
√

1− ρ2(W⊥tk+1
−W⊥tk )

)
,

V̌ i,N
tk+1

=
1

1 + ρi
T
N

(
V̌ i,N
tk

+ (θ − λ(V̌ N
tk

)+)
T

N
+ σ

√
(V̌ N
tk

)+(Wtk+1
−Wtk)

)
, 1 ≤ i ≤ n

V̌ N
tk+1

= V̌ multi
tk

+ (θ − λ(V̌ N
tk

)+)

∫ T/N

0
GλH (s)ds+ σ

√
(V̌ N
tk

)+

∫ tk+1

tk

GλH (tk+1 − s)dWs

V̌ multi
tk

= V0 +
n∑
i=1

αie
−ρi TN V̌ i,N

tk
. (6.13)

One needs to sample exactly the Gaussian vector
(
Wtk+1

−Wtk ,
∫ tk+1

tk
GλH (tk+1 − s)dWs

)
which has an explicit covariance matrix. Note that this hybrid multifactor scheme has simi-
larities with (6.10). The exponential factor is replaced by 1

1+ρi
T
N

, which does not change that

much in practice. Thus, the main difference between the two schemes is the approximation
on the last step.

6.4.2. Numerical Results. To test these schemes, we have taken back the numerical exper-
iments of Richard et al. [34, 35] with the following parameters: V0 = θ = 0.02, λ = 0.3,
σ = 0.3, ρ = −0.7, S0 = 1, H = 0.1. We first compute the European call price E[(ST −K)+]
with strike K = 1, maturity T = 1 and zero interest rates. The approximated exact value of
this option computed using Fourier pricing techniques is 0.05683. We use the approximating
kernel Ĝsysn given by the systematic approach (6.4) and then the selection of the first ñ com-

ponents given by (6.11). The corresponding L2 error is
√∫ 1

0 (Ĝsysn (t)−GλH (t))2dt ≈ 0.01523
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N Mean 95% prec. Time (s) Mean 95% prec. Time (s) Mean 95% prec. Time (s)

10 0.05922 1.5e-4 10 0.05919 1.5e-4 3 0.06767 1.8e-4 12

20 0.05883 1.5e-4 32 0.05868 1.5e-4 13 0.06619 1.7e-4 36

40 0.05848 1.4e-4 67 0.05845 1.4e-4 50 0.06471 1.6e-4 73
80 0.05821 1.4e-4 134 0.05814 1.4e-4 198 0.06337 1.6e-4 144

160 0.05801 1.4e-4 274 0.05780 1.4e-4 745 0.06225 1.5e-4 300
320 0.05777 1.4e-4 583 0.05783 1.4e-4 3136 0.06135 1.5e-4 614

Table 7. Price of the European call option in the rough Heston model by
using the multifactor Euler scheme (left), the Volterra Euler scheme (middle)
and the hybrid multifactor scheme (right).

N Mean 95% prec. Time (s) Mean 95% prec. Time (s) Mean 95% prec. Time (s)

10 0.08134 1.5e-4 11 0.08153 1.5e-4 3 0.09010 1.6e-4 12
20 0.08563 1.4e-4 32 0.08559 1.4e-4 13 0.09320 1.5e-4 35

40 0.08835 1.4e-4 68 0.08861 1.4e-4 51 0.09543 1.6e-4 73
80 0.09047 1.4e-4 136 0.09069 1.4e-4 199 0.09693 1.5e-4 152

160 0.09193 1.4e-4 279 0.09204 1.4e-4 743 0.09766 1.5e-4 291
320 0.09294 1.4e-4 561 0.09310 1.4e-4 3143 0.09778 1.5e-4 636

Table 8. Price of the Lookback call option in the rough Heston model by
using the multifactor Euler scheme (left), the Volterra Euler scheme (middle)
and the hybrid multifactor scheme (right).

and the discrete L2 errors are√√√√ T

N

N∑
k=1

(Ĝsysn (kT/N)−GλH
(kT/N))2 ≈ 0.00783628, (6.14)

√√√√ T

N

N∑
k=1

(

ñ∑
i=1

αie−ρikT/N −GλH
(kT/N))2 ≈ 0.00783633,

for N = 160 and ñ = 55. This indicates in view of Corollary 4.1 why the prices obtained
with the Euler scheme and the multifactor Euler scheme are very close in Tables 7, 8. Also,
in view of Theorem 4.1, the difference between the Euler schemes Ŷ N and Ỹ N is very small,
while the time complexity are respectively proportional to n×N and ñ×N , which is a clear
gain of the acceleration procedure given by (6.11) in view of Corollaries 4.1 and 4.2. For the
different values of N and n = 100, we typically have values of ñ between 50 and 65. For
a fair comparison between our multifactor Euler scheme and the hybrid multifactor scheme,
we have used the same α’s and ρ’s coming from Ĝsysn given by the systematic approach (6.4)
with n = 100 (i.e. n = 100 values of α and ρ), and combined with the selection of the ñ first
components given by (6.11).

We have indicated in Table 7, for the three schemes, the value of the Monte-Carlo estimator
with a sample of size 106 with the corresponding precision (half-with of the 95% confidence
interval) and computation time. As expected from Theorem 4.2, the values obtained by the
Volterra Euler scheme and the multifactor Euler scheme are quite close. However, as noticed
in our complexity analysis of both schemes, the smaller is the time step, the greater is the
gain in favour of the multifactor Euler scheme. The hybrid multifactor scheme has a slightly
higher computational cost with respect to the multifactor Euler scheme, which is due to the
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sampling of the Gaussian vector. The approximation induced by this latter random vector
leads to a larger bias with respect to the other methods. This may be explained by the large

variance of
∫ tk+1

tk
GλH (tk+1−s)dWs compared to the one of Wtk+1

−Wtk and by the convexity

of the payoff. The hybrid multifactor scheme leads then to a higher price than the one of the
multifactor scheme, which is already above the theoretical price. The slow convergence of the
hybrid multifactor scheme is also noticed by [36, Figure 9 and comments below].

We then compute the Lookback call option prices E[(maxt∈[0,T ] St−K)+] with the maximum
approximated by max0≤k≤N Stk . We have indicated in Table 8 the values of the Monte-Carlo
estimators with a sample of size 106 with the corresponding precision and computation time.
We notice again that the values obtained by the Volterra Euler scheme and the multifactor
Euler scheme are close, and that the gain in computation time provided by the multifactor
approximation gets more and more significant as the time step decreases. Contrary to Euro-
pean option case, we do not have a reference price for the Lookback option given by a semi
explicit formula. Thus, we cannot say between the multifactor and the hybrid multifactor
which one produces the lowest bias on this example.

6.4.3. Alternative Euler scheme on the integrated volatility process. Another way to simulate
this process has been proposed by Richard et al. [35]. It is based on an alternative writing of

the rough Heston model based on the integrated volatility process X with Xt =
∫ t

0 Vsds has
been proposed by Abi Jaber [1]

St = S0 +

∫ t

0
Ss d

(
ρMs +

√
1− ρ2M⊥s

)
,

Xt = V0t+

∫ t

0
GλH (t− s)

(
θs− λXs + σMs

)
ds,

(6.15)

where M, M⊥ are two orthogonal continuous martingales with quadratic variation 〈M〉 =
〈M⊥〉 = X. Then, Yt = logSt satisfies

Yt = Y0 −
1

2
Xt + ρMt +

√
1− ρ2M⊥t .

Richard et al. [35] propose an alternative discretization scheme based on approximating the
martingales (M,M⊥):

XN
tk+1

= V0tk+1 +
k∑
j=0

GλH (tk+1 − tj)
(
θtj − λX

N
tj + σMN

tj

)
, k ∈ {0, . . . , N − 1}, (6.16)

Y N
tk

= Y0 −
1

2
X
N
tk

+ ρMN
tk

+
√

1− ρ2MN,⊥
tk

, k ∈ {1, . . . , N},

MN
tk

=
k∑
j=1

√
X
N
tj −X

N
tj−1

Zj ,M
N,⊥
tk

=
k∑
j=1

√
X
N
tj −X

N
tj−1

Z⊥j , k ∈ {1, . . . , N},

withX
N
tj := max

0≤l≤j
XN
tl

, XN
t0 = MN

t0 = MN,⊥
t0

= 0, and (Zj , Z
⊥
j )j≥1 is a sequence of i.i.d. random

variables with standard Gaussian distribution N (0, 1). They also prove in [35, Theorem 2.3]
that the discretization scheme (SN , XN ) weakly converges to (S,X).

Again, we consider an approximating kernel Ĝ(t) =
∑n

i=1 αie
−ρit with αi > 0 and 0 ≤

ρ1 < · · · < ρn, and write the multifactor Euler scheme associated to X, which leads to the
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following scheme:

X̂i,N
tk+1

= e−ρi
T
N

(
X̂i,N
tk

+
(
θtk − λ(X̂N

tk
)+ + σM̂N

tk

) T
N

)
, k ∈ {0, . . . , N − 1}

X̂N
tk

= V0tk +
n∑
i=1

αiX̂
i,N
tk
, k ∈ {1, . . . , N}, (6.17)

Ŷ N
tk

= Y0 −
1

2
X̂
N

tk
+ ρM̂N

tk
+
√

1− ρ2M̂N,⊥
tk

, k ∈ {1, . . . , N},

M̂N
tk

=
k∑
j=1

√
X̂
N

tj − X̂
N

tj−1
Zj , M̂

N,⊥
tk

=
k∑
j=1

√
X̂
N

tj − X̂
N

tj−1
Z⊥j , k ∈ {1, . . . , N},

with X̂
N

tj := max
0≤l≤j

X̂N
tl

, X̂i,N
t0

= M̂N
t0 = M̂N,⊥

t0
= 0. By Theorem 4.2, X̂i,N

tk
satisfies the

recurrence formula (6.16) replacing GλH by Ĝ. Besides, we can use the same idea as in
Corollary 4.2 to reduce the dimension of this approximation: we thus build the approximation
(X̃N , Ỹ N ) associated to (6.17) which we have used in the next numerical experiments.

We have indicated in Table 9 (resp. Table 10) the values of the Monte-Carlo estimators as-
sociated to the schemes (6.16) and (6.17) for the European (resp. Lookback) Call option. We
have taken the same parameters and the same approximating kernel as in Subsection 6.4.1.
We observe that the Volterra Euler scheme on the integrated volatility (6.16) and the cor-
responding multifactor Euler scheme (6.17) give very similar values. In particular, we get
back the observation of Richard et al. [35] that the scheme on the integrated volatility gives
a lower bias than the scheme on the volatility for the European option, but yields instead to
a larger bias for the lookback option. Again, the computation time required by the multi-
factor Euler scheme is much lower as the time step gets smaller, which shows the relevance
of Scheme (6.17), and more generally the relevance of using the multifactor approximation of
SVE with kernels of completely monotone type provided that we have an accurate approxi-
mation of the kernels.

N Mean 95% prec. Time (s) Mean 95% prec. Time (s)
10 0.05791 1.5e-4 12 0.05802 1.5e-4 3
20 0.05740 1.4e-4 41 0.05747 1.4e-4 13
40 0.05720 1.4e-4 88 0.05715 1.4e-4 50
80 0.05698 1.4e-4 187 0.05689 1.4e-4 196

160 0.05696 1.4e-4 408 0.05688 1.4e-4 767

Table 9. Price of the European call option in the rough Heston model by
using the multifactor Euler scheme on the integrated volatility (left) and the
Volterra Euler scheme on the integrated volatility (right).
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N Mean. Val. 95% prec. Comp. time. Mean. Val. 95% prec. Comp. time.
10 0.07784 1.4e-4 12 0.07765 1.4e-4 3
20 0.08180 1.4e-4 40 0.08186 1.4e-4 13
40 0.08511 1.4e-4 88 0.08510 1.4e-4 49
80 0.08770 1.4e-4 189 0.08783 1.4e-4 194

160 0.08964 1.4e-4 402 0.08958 1.4e-4 775
320 0.09089 1.4e-4 831 0.09100 1.4e-4 3130

Table 10. Price of the Lookback call option in the rough Heston model by
using the multifactor Euler scheme on the integrated volatility (left) and the
Volterra Euler scheme on the integrated volatility (right).
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