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#### Abstract

This paper is devoted to the mathematical justification of the Bending-Gradient theory which is considered as the extension of the Reissner-Mindlin theory (or the First Order Shear Deformation Theory) to heterogeneous plates. In order to rigorously assess the well-posedness of the Bending-Gradient problems, we first assume that the compliance tensor related to the generalized shear force is positive definite. We define the functional spaces to which the variables of the theory belong, then state and prove the existence and uniqueness theorems of solutions of the Bending-Gradient problems for clamped and free plates, as well as for simply supported plates. The obtained results are afterward extended to the general case, i.e., when the compliance tensor related to generalized shear forces is not definite.
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## 1 Introduction

Plates are three-dimensional structures with a small dimension compared to the other two dimensions. Numerous approaches were suggested in order to replace the three-dimensional problem by a two-dimensional problem while guaranteeing accuracy of the three-dimensional fields' information. The passage from the 3D problem to a 2D plate theory is known as dimensional reduction. It also makes the theory easier to understand and to deal with. Every two-dimensional plate theory is indeed judged based on how well its solution approximates

[^0]the corresponding three-dimensional problem. The most common dimensionally reduced theories of thin plates are the Kirchhoff-Love and the Reissner-Mindlin theories. The mathematical justification of these plate theories is hence interesting and has a long history. It has been a challenging subject to engineers and mathematicians throughout the past centuries. Two distinct ways to justify two-dimensional plate theories are either by using asymptotic expansions or by using variational techniques.

The Kirchhoff-Love theory, known also as the classical theory of plates, is an extension of Euler-Bernoulli beam theory. It dates back to 1888 and is based on the assumption that straight lines normal to the mid-plane of the plate remain normal after deformation. Morgenstern was the first to prove in 1959 that the Kirchhoff theory is correct for thin plates, i.e., when the thickness approaches zero (see [21]). His analysis was performed using the two-energies principle of Prager and Synge, known also as the hypercircle theorem ([27]). Next, Ciarlet and Destuynder established rigorous error estimates between the solution of the 3D elastic problem and its limit (see [9 7]). Later on, another mathematical justification of the Kirchhoff-Love theory was established by Ciarlet using convergence theorems as the thickness of the plate approaches zero (see [8] for more details).

Due to its normality assumption, the classical plate theory neglects deformations caused by transverse shear. This leads to considerable errors when applied to moderately thick plates. Reissner [29], Hencky [11] and Bollé [4] independently developed plate bending formulations trying to eliminate the above-mentioned deficiency of Kirchhoff-Love plate theory and gathered here under the usual denomination Reissner-Mindlin theories. To this aim, they released Kirchhoff's normality constraint, i.e., straight lines normal to the midplane of the plate undergo an independent rotation after deformation. This allowed them to take into account shear deformations through the thickness of the plate. The Reissner-Mindlin theory is often called the first-order shear deformation theory (FOSDT). This theory was proved to have a wider range of applicability than the Kirchhoff-Love theory particularly for clamped plates of small to moderate thickness when transverse shear plays a significant role (see [31] and [12]). According to [31], the Reissner-Mindlin theory is also preferred because it better represents boundary conditions since it can distinguish between hard and soft simple support conditions.

There is a vast literature regarding Reissner-Mindlin theory. Indeed, The Kirchhoff-Love theory is the limit model of the Reissner-Mindlin theory when the thickness of the plate goes to 0 . This limit behavior enforces a jump of regularity of the solution and the emergence of boundary layers which required specific numerical treatments (see for instance [2, 1, 3, 5]. Furthermore, rigorous derivations of the Reissner-Mindlin model as well as proof of higherorder convergence of the Reissner-Mindlin remain under discussion (see [5, 26, 22] among others).

Reissner-Mindlin's theory is widely used in applied mechanics since it works well for homogeneous plates. However, applying it directly to laminated plates leads to discontinuous transverse shear distributions in addition to incorrect estimation of the deflection compared to exact solutions. In recent decades, many studies have been conducted in order to try to capture correctly the effects of transverse shear deformations (see [34, 28, 23, 10, 6]). Recently, motivated and inspired by the ideas and techniques presented in [30], A. Lebée and K. Sab derived a new plate theory called the Bending-Gradient theory for thick heterogeneous plates ([13]). This theory replaces the classical Reissner-Mindlin out-of-plane shear force by a generalized shear force related to the first gradient of the bending moment. The BendingGradient theory is hence considered as an extension to laminated plates of the ReissnerMindlin plate theory. A. Lebée and K. Sab also demonstrated that the Bending-Gradient theory cannot be reduced to a Reissner-Mindlin theory unless the plate under consideration
is homogeneous (see [13]). The new theory was compared to the Reissner-Mindlin theory and to full 3D ([24, 25]) exact solutions in [14]. They came up with the conclusion that their new theory gives good prediction of deflection, shear stress distributions and in-plane displacement distributions in any material configuration. They also extended their new theory, which was originally designed for laminated plates, to in-plane periodic plates and they applied it to sandwich panels (see [16] and [15]), as well as space frames ([17]). Finally, the Bending-Gradient theory was justified through asymptotic expansions [18].

We concentrate in this paper on the mathematical justification of this theory by means of variational methods. The main emphasis is put on clamped and free plates. We are principally concerned with identifying mathematical spaces in which the corresponding variational problems are well-defined, in order to formulate existence and uniqueness theorems for the solutions of these problems. For full details on the Bending-Gradient theory, we refer to [32].

The paper proceeds as follows. Section 2 provides a brief review of tensor calculus and necessary notions that will be needed in this work. Furthermore, it recalls some well-known definitions in addition to theorems and results which are essential for the problems that we want to consider. In Section 3, we set briefly the 3D elastic problem for a clamped plate then we summarize synthetically the Bending-Gradient problem. We propose next in Section 4 a proper mathematical framework for the Bending-Gradient theory. Section 4.1 is devoted to the stress formulation of the new plate theory then to the proof of its well-posedness (Theorem 1). In Section 4.3. we present a displacement formulation which is based on the minimum potential energy principle. In Section [5] we study the problem with free boundary conditions and prove that it admits a unique solution (Theorem 4). In Section 6 we discuss the problem when the plate is simply supported. It should be underlined that throughout Sections 446 we treat the particular case where the compliance tensor related to the gradient of the bending moment is positive definite. In Section 7 , we extend the obtained results to the general case and provide corresponding stress and displacement formulations. Section 8 is intended to provide a regularization of the Bending-Gradient problem and to study the convergence of the regularized solution to the exact solution of the problem in the general case. Finally, we conclude in Section 9 with some final remarks.

## 2 Notations and preliminaries

In this section, we introduce our notations and we recall some existing results which are crucial for our analysis.

### 2.1 Tensors

Throughout this paper, we shall assume that all vector spaces are over $\mathbb{R}$. First, second, third, fourth and sixth rank tensors are denoted by $\underline{\boldsymbol{X}}, \underset{\sim}{\boldsymbol{X}}, \underset{\sim}{\boldsymbol{X}}, \underset{\sim}{\boldsymbol{X}}, \underset{\boldsymbol{Z}}{\boldsymbol{X}}$, respectively. They comply with specific symmetries detailed in the following. Note that these notations are used for both $2 D$ and $3 D$ tensors. For tensor components, we use Greek indices to represent $2 D$ tensors $(\alpha, \beta, \gamma . .=1,2)$ and Latin indices to represent $3 D$ tensors $(i, j, k . .=1,2,3)$. For example, ( $X_{i j}$ ) denotes the $3 D$ tensor $\underset{\sim}{\boldsymbol{X}}$ whereas $\left(X_{\alpha \beta}\right)$ designates the $2 D$ tensor $\underset{\sim}{\boldsymbol{X}}$. For simplicity purposes, we adopt the Einstein summation convention on repeated indices when manipulating expressions involving tensors.

The transpose operation ${ }^{T} \bullet$ is applied to any order tensors as follows: $\left({ }^{T} X\right)_{\alpha \beta \ldots \psi \omega}=$ $X_{\omega \psi} \ldots \beta \alpha$. Four symbols are defined: (•), (:), (:) and (!) for contraction on, respectively, one,
two, three and four indices. By convention, the closest indices are successively summed together in contraction products. Thus, $\underset{\sim}{\boldsymbol{X}}: \underset{\underline{\boldsymbol{Y}}}{=}=\left(X_{\alpha \beta \gamma \delta \lambda \mu} Y_{\mu \lambda \delta}\right)$ and $\underset{\sim}{\boldsymbol{X}} \cdot \underline{\boldsymbol{Y}}=\left(X_{\alpha \beta \gamma} Y_{\gamma}\right)$ is different from $\underline{\boldsymbol{Y}} \cdot \boldsymbol{X}=\left(Y_{\alpha} X_{\alpha \beta \gamma}\right)$.

The identity for $2 D$ vectors is $\underset{\sim}{\boldsymbol{\delta}}=\left(\delta_{\alpha \beta}\right)$ where $\delta_{\alpha \beta}$ is Kronecker symbol ( $\delta_{\alpha \beta}=1$ if $\alpha=\beta, \delta_{\alpha \beta}=0$ otherwise). The identity for $2 D$ symmetric second order tensors is $\underset{\sim}{i}$ where $i_{\alpha \beta \gamma \delta}=\frac{1}{2}\left(\delta_{\alpha \gamma} \delta_{\beta \delta}+\delta_{\alpha \delta} \delta_{\beta \gamma}\right)$. The reader might easily check that $\underset{\sim}{i}: \underset{\sim}{i}=\underset{\sim}{i} \underset{\sim}{i}: \underset{\sim}{i}=3 / 2 \underset{\sim}{\delta}$ and $\underset{\sim}{i}: \underset{\sim}{i}=3$.

The gradient of a scalar field $X$ writes $\underline{\nabla} X=\left(X_{, \beta}\right)$ while the gradient of a vector or a higher-order tensor fields writes $\underset{\sim}{\boldsymbol{X}} \otimes \underline{\boldsymbol{\nabla}}=\left(X_{\alpha \beta, \gamma}\right)$, for instance, where $\otimes$ is the dyadic product. The divergence of a vector field or a second order tensor field is noted $\underline{\boldsymbol{X}} \cdot \underline{\boldsymbol{\nabla}}=\left(X_{\alpha, \alpha}\right)$ and $\underset{\sim}{\boldsymbol{X}} \cdot \underline{\boldsymbol{\nabla}}=\left(X_{\alpha \beta, \beta}\right)$, respectively.

Let $\underline{\mathbb{R}}, \underset{\sim}{\mathbb{R}}$ and $\underset{工}{\mathbb{R}}$ be the spaces of $2 D$ first, second and third rank tensors which comply with the following symmetries:

$$
\begin{gather*}
\underset{\sim}{\mathbb{R}}=\left\{\underset{\sim}{\boldsymbol{X}}=\left(X_{\alpha \beta}\right) \in \mathbb{R}^{4} \mid X_{\alpha \beta}=X_{\beta \alpha}\right\},  \tag{1}\\
\underset{\sim}{\mathbb{R}}=\left\{\underset{\sim}{\boldsymbol{X}}=\left(X_{\alpha \beta \gamma}\right) \in \mathbb{R}^{8} \mid X_{\alpha \beta \gamma}=X_{\beta \alpha \gamma}\right\} . \tag{2}
\end{gather*}
$$

The spaces $\underset{\sim}{\mathbb{R}}$ and $\underset{R}{\mathbb{R}}$ are respectively endowed with the following scalar products:

$$
{ }^{T} \underset{\sim}{\boldsymbol{X}}: \underset{\sim}{\boldsymbol{X}^{\prime}}=X_{\alpha \beta} X_{\alpha \beta}^{\prime},
$$

and

$$
{ }^{T} \boldsymbol{X}: \boldsymbol{X}^{\prime}=X_{\alpha \beta \gamma} X_{\alpha \beta \gamma}^{\prime} .
$$

Any $2 D$ third-rank tensor $\boldsymbol{X}$ in $\underset{\sim}{\mathbb{R}}$ can be orthogonally decomposed into a spherical part $\boldsymbol{X}^{\text {s }}$ and a deviatoric ${ }^{1}$ part $\underline{X}^{\mathrm{d}}$ as:

$$
\boldsymbol{X}=\boldsymbol{X}^{\mathrm{s}}+\boldsymbol{X}^{\mathrm{d}},
$$

where

$$
X_{\alpha \beta \gamma}^{\mathrm{s}}=\frac{1}{3}\left(X_{\alpha \nu \lambda} \delta_{\nu \lambda} \delta_{\beta \gamma}+X_{\beta \nu \lambda} \delta_{\nu \lambda} \delta_{\alpha \gamma}\right)
$$

One can easily check the following properties:

$$
{ }^{T} \boldsymbol{X}^{\mathrm{s}}: \underline{X}^{\mathrm{d}}=0, \quad \boldsymbol{X}^{\mathrm{d}}: \underset{\sim}{\boldsymbol{\delta}}=0 .
$$

Note that any tensor of the form :

$$
\begin{equation*}
\underline{X}=\underset{\sim}{i} \cdot \underline{X}, \tag{3}
\end{equation*}
$$

where $\underline{X} \in \underline{\mathbb{R}}$, is a purely spherical tensor. Conversely, for any given $\underset{\sim}{X} \in \underset{\sim}{\mathbb{R}}$, there exists a unique vector $\underline{\boldsymbol{X}}^{\mathrm{s}}$ extracted from its spherical part such that (3) is satisfied for $\boldsymbol{X}^{\mathrm{s}}$. This vector is given by:

$$
\begin{equation*}
\underline{X}^{\mathrm{s}}=\frac{2}{3} \underset{\sim}{\boldsymbol{x}}: \underset{\sim}{\delta}=\frac{2}{3} \boldsymbol{X}^{\mathrm{s}}: \underset{\sim}{\boldsymbol{\delta}} . \tag{4}
\end{equation*}
$$

[^1]
### 2.2 Functional spaces

Let $\omega$ be a bounded, connected, open subset of $\mathbb{R}^{2}$ with a Lipschitz-continuous boundary. We denote by $C^{\infty}(\omega)$ the space of infinitely differentiable functions on $\omega$ and by $D(\omega)$ the subspace of functions with compact support in $\omega$. We further refer to $D^{\prime}(\omega)$ as the space of distributions on $\omega$. The fundamental Sobolev space $L^{2}(\omega)$ is the space of square integrable functions on $\omega$. For each integer $m \geq 1, H^{m}(\omega)$ and $H_{0}^{1}(\omega)$ denote the usual Sobolev spaces. To avoid ambiguity, we will use the tensorial notations as mentioned in section 2.1 Namely, $\underline{\boldsymbol{L}}^{2}(\omega), \boldsymbol{L}^{2}(\omega)$ and $\boldsymbol{L}^{2}(\omega)$ denote, respectively, the space of vector fields, symmetric second rank fields and symmetric third rank fields having their components in $L^{2}(\omega)$. The associated norms are defined as:

$$
\|\underline{\boldsymbol{a}}\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2}=\int_{\omega} \underline{\boldsymbol{a}} \cdot \underline{\boldsymbol{a}}, \quad\|\boldsymbol{a}\|_{\underline{\underline{L}}^{2}(\omega)}^{2}=\int_{\omega} \underset{\sim}{\boldsymbol{a}}: \underset{\sim}{\boldsymbol{a}}, \quad\|\boldsymbol{a}\|_{\boldsymbol{L}^{2}(\omega)}^{2}=\int_{\omega}^{T} \boldsymbol{a}: \underline{a} .
$$

Here, we have used the fact that tensor fields $\underset{\sim}{\boldsymbol{a}}$ of ${\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$ are symmetric, i.e., ${ }^{T} \boldsymbol{a}=\underset{\sim}{\boldsymbol{a}}$. The well-posedness of the Bending-Gradient problems relies on some intermediate theorems and results which we state here as Lemmas. First, Lemma 1 to Lemma 4 have been already established for three-dimensional tensor fields in [33] and their straightforward extension to the case of two-dimensional tensors will not be detailed. Then, Lemma 5 is an original contribution which will be proved below.

Lemma 1 The set defined by:

$$
\begin{equation*}
\underline{\boldsymbol{H}}(d i v, \omega)=\left\{\underline{\boldsymbol{\Phi}} \in \underline{\boldsymbol{L}}^{2}(\omega) ; \quad \boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}} \in \underline{\boldsymbol{L}}^{2}(\omega)\right\}, \tag{5}
\end{equation*}
$$

equipped with the scalar product :

$$
\begin{equation*}
\left\langle\underline{\Phi}_{1}, \underline{\Phi}_{2}\right\rangle_{\underline{\boldsymbol{H}}(d i v, \omega)}=\int_{\omega}{ }^{T} \Phi_{1}: \Phi_{2}+\left(\underline{\Phi}_{1} \cdot \underline{\boldsymbol{\nabla}}\right):\left(\underline{\Phi}_{2} \cdot \underline{\boldsymbol{\nabla}}\right), \tag{6}
\end{equation*}
$$

and its associated norm $\|\bullet\|_{\underline{\boldsymbol{H}}}($ div,,$\omega)$ is a Hilbert space.
We now give an appropriate sense to the Dirichlet boundary condition related to $\boldsymbol{H}(\operatorname{div}, \omega)$ : $\boldsymbol{\Phi} \cdot \boldsymbol{n}=0$. It is well-known that we can define the trace of $\boldsymbol{H}^{1}(\omega)$ tensors on $\partial \omega$. However, the trace of a tensor belonging to $\boldsymbol{L}^{2}(\omega)$ is not defined. Since $\boldsymbol{\Phi} \in \boldsymbol{H}(d i v, \omega)$, it is less regular than a $\boldsymbol{H}^{1}(\omega)$ tensor. Nevertheless, we can set its normal trace $\boldsymbol{\Phi} \cdot \underline{\boldsymbol{n}}$ to zero in the following weak sense: Let $\Phi$ in $\boldsymbol{C}^{\infty}(\omega)$ and $\underset{\sim}{\boldsymbol{M}}$ in ${\underset{\sim}{C}}^{\infty}(\omega)$ be smooth fields, we have:

$$
\begin{equation*}
\int_{\omega} \underset{\sim}{\boldsymbol{M}}:(\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}})+{ }^{T}(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}): \Phi=\int_{\partial \omega} \underset{\sim}{\boldsymbol{M}}:(\underline{\Phi} \cdot \underline{\boldsymbol{n}}) . \tag{7}
\end{equation*}
$$

Since (7] holds true for any given $\underset{\sim}{\boldsymbol{M}}$ on $\partial \omega$, imposing $\boldsymbol{\Phi} \cdot \underline{\boldsymbol{n}}=0$ is thus equivalent to imposing:

$$
\begin{equation*}
\int_{\omega} \underset{\sim}{\boldsymbol{M}}:(\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}})+{ }^{T}(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}): \underline{\Phi}=0, \tag{8}
\end{equation*}
$$

for all $\underset{\sim}{\boldsymbol{M}} \in{\underset{\sim}{\boldsymbol{C}}}^{\infty}(\omega)$. The following definition is hence very natural.
Lemma 2 The set defined by:
is a closed subspace of $\underline{\boldsymbol{H}}\left(\right.$ div, $\omega$ ) equipped with its norm $\|\bullet\|_{\underline{\boldsymbol{H}}(d i v, \omega)}$. Hence, $\boldsymbol{H}_{0}($ div, $\omega)$ endowed with the scalar product $\langle\bullet, \bullet\rangle_{\underline{\boldsymbol{H}}}(d i v, \omega)$ is a Hilbert space.

Lemma 3 Let $\left(\boldsymbol{\Phi}_{k}\right)_{k \in \mathbb{N}^{*}}$ be a sequence of third-rank tensors defined over $\boldsymbol{H}_{0}($ div, $\omega$ ). We denote by $\Phi_{k}^{\mathrm{d}}$ the deviatoric part of $\Phi_{k}$. If $\Phi_{k}$ satisfies :

$$
\left\|\Phi_{k} \cdot \underline{\nabla}\right\|_{\underline{L}^{2}(\omega)}+\left\|\boldsymbol{\Phi}_{k}^{\mathrm{d}}\right\|_{\boldsymbol{L}^{2}(\omega)} \leq \frac{C}{k},
$$

where $C$ is a strictly positive constant, then $\boldsymbol{\Phi}_{k}$ strongly converges to zero in $\boldsymbol{H}(d i v, \omega)$.
Lemma 4 There exists a strictly positive constant C such that, for all $\boldsymbol{\Phi} \in \boldsymbol{H}(d i v, \omega)$, there exists a two-dimensional rigid motion vector field $\underline{\underline{r}}$ of the form:

$$
\begin{equation*}
\underline{\boldsymbol{r}}\left(x_{1}, x_{2}\right)=\left(u-w x_{2}, v+w x_{1}\right), \tag{10}
\end{equation*}
$$

such that:

$$
\begin{equation*}
\left\|\underline{\Phi}^{\mathrm{s}}-\underline{\boldsymbol{r}}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)} \leq C\left(\|\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}}\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\left\|\underline{\Phi}^{\mathrm{d}}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2}\right)^{1 / 2} \tag{11}
\end{equation*}
$$

Here, $(u, v)$ and $w$ are respectively the in-plane rotation vector and the global out-of-plane twist of the rigid motion field $\underline{\boldsymbol{r}}, \boldsymbol{\Phi}^{\mathrm{d}}$ denotes the deviatoric part of $\boldsymbol{\Phi}$ and $\boldsymbol{\Phi}^{\mathrm{s}}$ is the vector field associated to the spherical part of $\Phi$ through (4).
Lemma 5 Assume that for each integer $k$, there exists a vector field $\underline{\boldsymbol{r}}_{k}$ of the form 10]:

$$
\underline{\boldsymbol{r}}_{k}\left(x_{1}, x_{2}\right)=\left(u_{k}-w_{k} x_{2}, v_{k}+w_{k} x_{1}\right),
$$

and a scalar field $W_{k}$ in $H^{1}(\omega)$ such that:

$$
\begin{equation*}
\left\|\underline{\boldsymbol{r}}_{k}+\underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)} \longrightarrow 0 \tag{12}
\end{equation*}
$$

as $k$ goes to infinity. Then, $w_{k} \longrightarrow 0$ and there exists a sequence of real numbers denoted by $z_{k}$ such that:

$$
\begin{equation*}
\left\|W_{k}+u_{k} x_{1}+v_{k} x_{2}+z_{k}\right\|_{H^{1}(\omega)} \longrightarrow 0 \tag{13}
\end{equation*}
$$

Moreover, if $W_{k}$ is in $H_{0}^{1}(\omega)$ for all $k$, then $\left(u_{k}, v_{k}\right) \longrightarrow(0,0)$ and:

$$
\begin{equation*}
\left\|W_{k}\right\|_{H_{0}^{1}(\omega)} \longrightarrow 0 \tag{14}
\end{equation*}
$$

Proof Let us decompose $\underline{\boldsymbol{r}}_{k}$ into two terms $\underline{\boldsymbol{r}}_{k}=\underline{\boldsymbol{r}}_{k}^{(u, v)}+\underline{\boldsymbol{r}}_{k}^{w}$ with $\underline{\boldsymbol{r}}_{k}^{(u, v)}=\left(u_{k}, v_{k}\right)$ and $\boldsymbol{r}_{k}^{w}=\left(-w_{k} x_{2}, w_{k} x_{1}\right)$. Then, the limit (12) can be written as:

$$
\begin{equation*}
\left\|\underline{\boldsymbol{r}}_{k}^{w}+\underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right)\right\|_{\underline{\underline{L}}^{2}(\omega)} \longrightarrow 0 \tag{15}
\end{equation*}
$$

Assume first that the origin point $(0,0)$ is inside the domain $\omega$. Since $\omega$ is open, there exists a disc $D_{\rho}$ in $\omega$ of radius $\rho$ centered at $(0,0)$. We have:

$$
\begin{align*}
& \left\|\underline{\boldsymbol{r}}_{k}^{w}+\underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right)\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2} \geq\left\|\underline{\underline{r}}_{k}^{w}+\underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right)\right\|_{\underline{\boldsymbol{L}}^{2}\left(D_{\rho}\right)}^{2}= \\
& \left\|\underline{\boldsymbol{r}}_{k}^{w}\right\|_{\underline{\underline{L}}^{2}\left(D_{\rho}\right)}^{2}+\left\|\underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right)\right\|_{\underline{\underline{L}}^{2}\left(\boldsymbol{D}_{\rho}\right)}^{2}+\int_{D_{\rho}} 2 \underline{\boldsymbol{r}}_{k}^{w} \cdot \underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right) \tag{16}
\end{align*}
$$

Integrating by parts the last term in the above right-hand side yields:

$$
\begin{align*}
\int_{D_{\rho}} 2 \underline{\boldsymbol{r}}_{k}^{w} \cdot \underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right) & =-\int_{D_{\rho}} 2\left(\underline{\underline{r}}_{k}^{w} \cdot \underline{\boldsymbol{\nabla}}\right)\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right) \\
& +\int_{\partial D_{\rho}} 2\left(\underline{\boldsymbol{r}}_{k}^{w} \cdot \underline{\boldsymbol{n}}\right)\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right)=0 \tag{17}
\end{align*}
$$

because $\underline{\boldsymbol{r}}_{k}^{w} \cdot \underline{\boldsymbol{\nabla}}=0$ in the bulk and $\underline{\boldsymbol{r}}_{k}^{w} \cdot \underline{\boldsymbol{n}}=0$ at the boundary, where $\underline{\boldsymbol{n}}$ denotes the outer normal to $D_{\rho}$. Moreover, by a simple calculus, we obtain that $\left\|\underline{\underline{r}}_{k}^{w}\right\|_{\underline{\boldsymbol{L}}^{2}\left(\boldsymbol{D}_{\rho}\right)}^{2}=\frac{\pi}{2} \rho^{4} w_{k}^{2}$. Consequently, by the limit (15), we prove that $w_{k} \longrightarrow 0$ when the origin point is inside $\omega$.

Now, if the origin point $(0,0)$ is not inside the domain $\omega$, we can make the change of variables :

$$
\left(x_{1}, x_{2}\right)=\left(x_{1}^{\prime}, x_{2}^{\prime}\right)+\left(c_{1}, c_{2}\right)
$$

where $\left(c_{1}, c_{2}\right)$ is a point inside the domain $\omega$ and $\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ belongs to the translated domain $\omega^{\prime}$. Then, we define on the domain $\omega^{\prime}$ the fields:

$$
\underline{\boldsymbol{r}}_{k}^{\prime}\left(x_{1}^{\prime}, x_{2}^{\prime}\right)=\underline{\boldsymbol{r}}_{k}\left(x_{1}, x_{2}\right)=\left(u_{k}^{\prime}-w_{k}^{\prime} x_{2}^{\prime}, v_{k}^{\prime}+w_{k}^{\prime} x_{1}^{\prime}\right),
$$

and

$$
W_{k}^{\prime}\left(x_{1}^{\prime}, x_{2}^{\prime}\right)=W_{k}\left(x_{1}, x_{2}\right)
$$

with

$$
\left(u_{k}^{\prime}, v_{k}^{\prime}, w_{k}^{\prime}\right)=\left(u_{k}-w_{k} c_{2}, v_{k}+w_{k} c_{1}, w_{k}\right)
$$

Then, by construction, the origin point $(0,0)$ is inside the domain $\omega^{\prime}$. Applying the above result to the fields $\underline{\boldsymbol{r}}_{k}^{\prime}$ and $W_{k}^{\prime}$, we prove that $w_{k} \longrightarrow 0$ in the general case and, consequently, the limit $\sqrt{15}$ becomes:

$$
\begin{equation*}
\left\|\underline{\boldsymbol{\nabla}} W_{k}+\underline{\boldsymbol{r}}_{k}^{(u, v)}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}=\left\|\underline{\boldsymbol{\nabla}}\left(W_{k}+u_{k} x_{1}+v_{k} x_{2}\right)\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)} \longrightarrow 0 . \tag{18}
\end{equation*}
$$

Using the well-known Poincaré inequality, we prove that there exists a sequence of real numbers denoted by $z_{k}$ such that (13).

In the special case where $W_{k}$ is in $H_{0}^{1}(\omega)$ for all $k$, then using standard integration by parts gives:

$$
\begin{equation*}
\left\|\underline{\nabla} W_{k}+\underline{\boldsymbol{r}}_{k}^{(u, v)}\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2}=\left\|\underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2}+\left\|\underline{\boldsymbol{r}}_{k}^{(u, v)}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2} \tag{19}
\end{equation*}
$$

Hence, the limit $\sqrt{18}$ implies $\left(u_{k}, v_{k}\right) \longrightarrow(0,0)$ and $\sqrt{14}$ by the Poincaré inequality.

## 3 The Bending-Gradient problem

In this section, we first set the $3 D$ laminated plate configuration. Then, we provide an overview of its reduction to a $2 D$ problem according to the Bending-Gradient theory. The definitions of the generalized stresses and strains of this theory are recalled, as well as the compatibility conditions, the equilibrium equations and the constitutive equations. We finally present the variational formulations of this linear problem without specifying the functional spaces to which must belong the unknown kinematic and static fields.

### 3.1 The 3D configuration

The physical space is endowed with an orthonormal reference $\left(O, \underline{\boldsymbol{e}}_{1}, \boldsymbol{e}_{2}, \underline{\boldsymbol{e}}_{3}\right)$ where $O$ is the origin and $\boldsymbol{e}_{i}$ is the base vector in direction $i \in\{1,2,3\}$. We consider a linear elastic plate occupying the $3 D$ domain $\Omega=\omega \times]-\frac{t}{2}, \frac{t}{2}\left[\right.$, where $\omega \subset \mathbb{R}^{2}$ is the middle surface of the
plate and $t$ its thickness. The boundary of the domain, denoted by $\partial \Omega$, is decomposed intro three parts (Figure 1):

$$
\begin{gather*}
\partial \Omega=\partial \Omega_{\mathrm{lat}} \cup \partial \Omega_{3}^{+} \cup \partial \Omega_{3}^{-}, \\
\text {with } \left.\quad \partial \Omega_{\mathrm{lat}}=\partial \omega \times\right]-\frac{t}{2}, \frac{t}{2}\left[, \quad \text { and } \quad \partial \Omega_{3}^{ \pm}=\omega \times\left\{ \pm \frac{t}{2}\right\},\right. \tag{20}
\end{gather*}
$$

where $\partial \omega$ is the boundary of $\omega$.
Focusing only on out-of-plane loadings, the plate is subjected to forces per unit surface on $\partial \Omega_{3}^{ \pm}$of the form:

$$
\begin{equation*}
\underline{\boldsymbol{T}}^{ \pm}\left(x_{1}, x_{2}\right)=\left(0,0, \frac{1}{2} p\left(x_{1}, x_{2}\right)\right), \tag{21}
\end{equation*}
$$

where $p$ is a given function on $\omega$.


Fig. 1 The 3D configuration

In the following, we assume that there are no body forces and that the plate is fully clamped on its lateral boundary $\partial \Omega_{\text {lat }}$.

The fourth-rank $3 D$ elasticity stiffness tensor $\left(C_{i j k l}\right)$ has both the minor and major symmetries $C_{i j k l}=C_{j i k l}=C_{k l i j}$ and it is positive definite. Its inverse is called the $3 D$ elastic compliance tensor and is denoted by $\left(S_{i j k l}\right)$. The tensor $\left(S_{i j k l}\right)$ possesses the same symmetries as $\left(C_{i j k l}\right)$ and it is also positive definite.

We suppose that the constitutive material is invariant with respect to translations in the ( $x_{1}, x_{2}$ ) plane. Therefore, $C_{i j k l}$ does not depend on $\left(x_{1}, x_{2}\right)$ and is an even function of $x_{3}$ :

$$
\begin{equation*}
C_{i j k l}\left(x_{3}\right)=C_{i j k l}\left(-x_{3}\right) . \tag{22}
\end{equation*}
$$

Furthermore, we have that:

$$
\begin{equation*}
C_{3 \alpha \beta \gamma}=C_{\alpha 333}=0 . \tag{23}
\end{equation*}
$$

In this case, the constitutive material is said to be monoclinic.
The following notations are needed for the partial compliance tensors:

$$
\begin{equation*}
\underset{\sim}{\boldsymbol{S}}=\left(S_{\alpha \beta \gamma \delta}\right), \quad{\underset{\sim}{\boldsymbol{C}}}^{\sigma}=\left({\underset{\sim}{\boldsymbol{S}}}^{\sigma}\right)^{-1}, \quad \underset{\sim}{\boldsymbol{S}^{\gamma}}=\left(4 S_{\alpha 3 \beta 3}\right), \tag{24}
\end{equation*}
$$

where $\underset{\sim}{S}{ }^{\sigma}$ corresponds to plane stress compliance, ${\underset{\sim}{C}}^{\boldsymbol{C}}$ to plane stress stiffness and ${\underset{\sim}{S}}^{\gamma}$ to transverse shear compliance.

The $3 D$ elastic problem is to find in $\Omega$ a displacement field $\underline{\boldsymbol{u}}$, a stress tensor field $\boldsymbol{\sigma}$ and a strain tensor field $\boldsymbol{\varepsilon}$, solution of the following equations:

$$
\left\{\begin{array}{l}
\underset{\sim}{\boldsymbol{\sigma}} \cdot \underline{\boldsymbol{\nabla}}=0, \quad \text { on } \quad \Omega,  \tag{25a}\\
\underset{\underset{\sigma}{\boldsymbol{\sigma}}=\boldsymbol{C}\left(x_{3}\right): \boldsymbol{\varepsilon}}{\boldsymbol{\mathcal { E }}} \quad \text { on } \Omega, \\
\underset{\sim}{\boldsymbol{\sigma}} \cdot \pm \underline{\boldsymbol{e}}_{3}=\underline{\boldsymbol{T}}^{ \pm}, \quad \text { on } \quad \partial \Omega_{3}{ }^{ \pm}, \\
\underset{\sim}{\boldsymbol{\varepsilon}}=\frac{1}{2}(\underline{\boldsymbol{u}} \otimes \underline{\boldsymbol{\nabla}}+\underline{\boldsymbol{\nabla}} \otimes \underline{\boldsymbol{u}}), \quad \text { on } \Omega, \\
\underline{\boldsymbol{u}}=0, \quad \text { on } \quad \partial \Omega_{\mathrm{lat}} .
\end{array}\right.
$$

### 3.2 The Bending-Gradient theory

We now introduce the main definitions and equations of the Bending-Gradient theory, which main purpose is to replace the full $3 D$ model by a reduced $2 D$ plate theory and to be able to reconstruct the 3D solution fields from the $2 D$ solution fields.

Following the ideas of [30] for homogeneous plates, Lebée and Sab [13] derived a new plate theory, called the Bending-Gradient theory, suitable for heterogeneous plates. In this theory, the full gradient of the bending moment is considered as a generalized shear stress. Note that this theory cannot be reduced to a Reissner-Mindlin theory in the general case. However, it is turned into a Reissner-Mindlin theory when the plate under consideration is homogeneous (see [32, 19, 20] for more details). This shift between theories is directly related to the positive definiteness of the generalized shear constitutive tensor defined in the following. In this section and up to Section 7 it is assumed that the generalized shear constitutive tensor is positive definite. Section 7 will treat the case when the definiteness is lost.

### 3.2.1 Generalized stresses

The Bending-Gradient theory generalized stresses are:

- The bending moment tensor $\underset{\sim}{\boldsymbol{M}}$ related to the $3 D$ local stress $\left(\sigma_{i j}\right)$ by:

$$
\boldsymbol{M}=\left(M_{\alpha \beta}\right)=\left(\left\langle x_{3} \sigma_{\alpha \beta}\right\rangle\right),
$$

where the integration through the thickness is noted $\langle\bullet\rangle: \int_{-\frac{t}{2}}^{\frac{t}{2}} f\left(x_{3}\right) d x_{3}=\langle f\rangle$. We keep in mind that the second-order tensor $\underset{\sim}{\boldsymbol{M}}$ has the following symmetry:

$$
M_{\alpha \beta}=M_{\beta \alpha} .
$$

- The generalized shear force, denoted by $\underset{\sim}{\boldsymbol{R}}$ and defined as the gradient of the bending moment:

$$
\underline{R}=\boldsymbol{M} \otimes \underline{\nabla} .
$$

In terms of components, this relation is written as $R_{\alpha \beta \gamma}=M_{\alpha \beta, \gamma}$. Note that the 2D third-order tensor $R_{\alpha \beta \gamma}$ complies with the following symmetry:

$$
R_{\alpha \beta \gamma}=R_{\beta \alpha \gamma} .
$$

Remark 1 The usual transverse shear force $\underline{\boldsymbol{Q}}$ is defined from the $3 D$ stress field $\boldsymbol{\sigma}$ as follows:

$$
\underline{\boldsymbol{Q}}=\left(Q_{\alpha}\right)=\left(\left\langle\sigma_{\alpha 3}\right\rangle\right) .
$$

It is interesting to note that the $3 D$ equilibrium equations enforce the following relation between $\underline{\boldsymbol{Q}}$ and $\boldsymbol{R}$ :

$$
\begin{equation*}
\underline{Q}=\underset{\sim}{i}: \underline{R}=\underset{\sim}{\boldsymbol{M}} \cdot \underline{\boldsymbol{\nabla}}, \tag{26}
\end{equation*}
$$

which can be written in terms of components as:

$$
\begin{equation*}
Q_{\alpha}=R_{\alpha \beta \beta}=M_{\alpha \beta, \beta} . \tag{27}
\end{equation*}
$$

### 3.2.2 Generalized displacements

The Bending-Gradient generalized displacements are $(W, \Phi)$. The scalar $W$ is called the out-of-plane displacement of the plate (or deflection) and $\Phi$ is the generalized rotation tensor. The $2 D$ third-order tensor $\Phi$ complies with the following symmetry:

$$
\Phi_{\alpha \beta \gamma}=\Phi_{\beta \alpha \gamma}
$$

These displacements are interpreted physically as suitable averages of the $3 D$ displacements over the thickness of the plate. The reader is referred to [32] (Chapter 5) for corresponding details.

The Bending-Gradient generalized strains, which derive from $(W, \Phi)$, and constitute the dual of the generalized stresses $(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}})$ are:

- The curvature second-order tensor $\underset{\sim}{\mathcal{\chi}}$ defined by:

$$
\begin{equation*}
\underset{\sim}{\boldsymbol{\chi}}=\boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}}, \quad \text { or } \quad \chi_{\alpha \beta}=\Phi_{\alpha \beta \gamma, \gamma} . \tag{28}
\end{equation*}
$$

- The generalized shear strain $\Gamma$ given by:

$$
\begin{equation*}
\underline{\boldsymbol{\Gamma}}=\boldsymbol{\Phi}+\underset{\approx}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W, \quad \text { or } \quad \Gamma_{\alpha \beta \gamma}=\Phi_{\alpha \beta \gamma}+i_{\alpha \beta \gamma \delta} W_{, \delta} . \tag{29}
\end{equation*}
$$

$\boldsymbol{\Gamma}$ is a third-order 2D tensor which comply with the following symmetry:

$$
\Gamma_{\alpha \beta \gamma}=\Gamma_{\beta \alpha \gamma} .
$$

Equations (28) and (29) are called the compatibility conditions on $\omega$.
In the following section, we assume clamped boundary conditions. Nevertheless, various boundary conditions (free, simply supported..) are also considered in this paper (see Sects. 5 and 6. The clamped boundary conditions on $\partial \omega$ read:

$$
\begin{equation*}
\underline{\Phi} \cdot \underline{\boldsymbol{n}}=0, \quad \text { and } \quad W=0, \quad \text { on } \quad \partial \omega, \tag{30}
\end{equation*}
$$

where $\underline{\boldsymbol{n}}$ is the outer normal vector to $\partial \omega$.
Note that the kinematics of the Bending-Gradient theory coincides with the ReissnerMindlin kinematics if the deviatoric part of $\Phi$ is set to zero. We can hence interpret the Reissner-Mindlin kinematics as the restriction of $\underset{\Phi}{\boldsymbol{\Phi}}$ to $\underset{\sim}{i} \cdot \underline{\varphi}$, where $\underline{\varphi}$ designates a rotation vector.

### 3.2.3 Equilibrium equations

We start by recalling that integrating the $3 D$ equilibrium equation $\sqrt{25} \mathrm{a}$ ) leads to the wellknown Reissner-Mindlin plate equilibrium equations:

$$
\left\{\begin{array}{l}
\underline{\boldsymbol{M}} \cdot \underline{\boldsymbol{\nabla}}=\underline{\boldsymbol{Q}}  \tag{31}\\
\underline{\boldsymbol{Q}} \cdot \underline{\boldsymbol{\nabla}}+p=0
\end{array}\right.
$$

Considering that $(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{R})$ are the generalized stresses of the Bending-Gradient theory instead of $(\underset{\sim}{\boldsymbol{M}}, \underline{\underline{Q}})$ for the Reissner-Mindlin theory, the above equilibrium equations become:

$$
\left\{\begin{array}{l}
\boldsymbol{R}-\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}=0,  \tag{32a}\\
\underset{\sim}{\boldsymbol{i}}
\end{array}(\underline{\underline{\boldsymbol{R}} \otimes \underline{\boldsymbol{\nabla}})+p=0,}\right.
$$

in the case when the generalized shear constitutive tensor is positive definite. Otherwise, the modified equilibrium equations are defined in Section 7

Note that using the first equilibrium equation to eliminate $\boldsymbol{R}$ in the second equilibrium equation gives the equivalent form:

$$
\underset{\sim}{i}:(\underset{\sim}{\boldsymbol{R}} \otimes \underline{\boldsymbol{\nabla}})+p=\underset{\sim}{i}:((\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}) \otimes \underline{\boldsymbol{\nabla}})+p=M_{\alpha \beta, \alpha \beta}+p=0 .
$$

### 3.2.4 Constitutive equations

Finally, the Bending-Gradient constitutive equations write:

$$
\left\{\begin{array}{l}
\underset{\sim}{\chi}=\underset{\sim}{d}: \underset{\sim}{M},  \tag{33}\\
\underset{\sim}{\boldsymbol{\Gamma}}=\underset{\sim}{\boldsymbol{h}}: \underset{\sim}{\boldsymbol{R}} .
\end{array}\right.
$$

Here, $\underset{\sim}{d}$ is the classical bending compliance fourth-order tensor, inverse of the bending stiffness fourth-order tensor $\underset{\sim}{\boldsymbol{D}}$. It is given by:

$$
\begin{equation*}
\underset{\sim}{\boldsymbol{d}}={\underset{\sim}{D}}^{-1}, \quad \text { with } \quad \underset{\sim}{\boldsymbol{D}}=\left\langle x_{3}^{2}{\underset{\sim}{C}}^{\sigma}\right\rangle \tag{34}
\end{equation*}
$$

Tensors $\underset{\sim}{\boldsymbol{d}}$ and $\underset{\sim}{\boldsymbol{D}}$ are symmetric positive and definite. They follow both major symmetry ${ }^{T} \underset{\sim}{\boldsymbol{D}}=\underset{\sim}{\boldsymbol{D}}$ and minor symmetry $D_{\alpha \beta \gamma \delta}=D_{\beta \alpha \gamma \delta}$.

The generalized shear force compliance sixth-order tensor $\underset{\sim}{\boldsymbol{h}}$ is given by:

$$
\begin{equation*}
\underset{\sim}{\boldsymbol{h}}=\left\langle{ }^{T}{\underset{\sim}{s}}^{R} \cdot{\underset{\sim}{S}}^{\gamma} \cdot{\underset{\sim}{s}}^{R}\right\rangle \tag{35}
\end{equation*}
$$

where the fourth order tensor ${\underset{\sim}{s}}^{R}\left(x_{3}\right)$ is the function of $x_{3}$ defined by:

$$
\begin{equation*}
{\underset{\sim}{s}}^{R}\left(x_{3}\right)=\int_{-\frac{t}{2}}^{x_{3}}-{\underset{\sim}{s}}^{M}\left(y_{3}\right) d y_{3}, \quad \text { with } \quad{\underset{\sim}{s}}^{M}\left(x_{3}\right)=x_{3}{\underset{\sim}{C}}^{\sigma}\left(x_{3}\right): \underset{\sim}{d} . \tag{36}
\end{equation*}
$$

Tensor $\underset{\sim}{\boldsymbol{h}}$ has the major symmetry ${ }^{T} \boldsymbol{h}=\boldsymbol{\sim}$ It is positive but not always definite. Three particular cases should be distinguished when dealing with $\underset{\sim}{\boldsymbol{h}}$ :

- The first one is when the sixth-order tensor is positive definite. In this case, its inverse is unambiguously defined and denoted by $\underset{\sim}{\boldsymbol{H}}={\underset{\sim}{\boldsymbol{h}}}^{-1}$.
- The second case is when the shear force compliance tensor can be written in the following form:

$$
\underset{\sim}{\boldsymbol{h}}=\underset{\sim}{\boldsymbol{i}} \cdot \boldsymbol{h}^{\mathrm{hM}} \cdot \underset{\sim}{\boldsymbol{i}}
$$

where ${\underset{\sim}{h}}^{\mathrm{RM}}$ designates a positive definite symmetric second-order tensor called the Reissner-Mindlin shear force compliance tensor. In this case, the Bending-Gradient theory degenerates into a Reissner-Mindlin theory. The existence and uniqueness of the solution in this case is already established in the literature.

- The third case is an intermediate between the above mentioned cases. It will be studied in details in Section 7

In the following (except in Section 7), it will be assumed that the sixth-order tensor $\boldsymbol{\boldsymbol { h }}$ is positive definite. The Bending-Gradient constitutive equations can thus be inverted:

$$
\left\{\begin{array}{l}
\boldsymbol{M}=\underset{\sim}{\boldsymbol{D}}: \underset{\sim}{\chi},  \tag{37}\\
\underset{\sim}{\boldsymbol{R}}=\underset{\sim}{\boldsymbol{H}}: \underset{\boldsymbol{\Gamma}}{ } .
\end{array}\right.
$$

### 3.2.5 Summary of the Bending-Gradient plate theory

Finally, the Bending-Gradient problem enables a good approximation of the 3D fields introduced earlier including the effects of transverse shear. It consists in finding the generalized displacement $(W, \Phi)$ solution of the following equations:

$$
\left\{\begin{array}{l}
\underset{\sim}{\boldsymbol{\chi}}=\boldsymbol{\Phi} \cdot \underset{\boldsymbol{\nabla}}{\boldsymbol{\nabla}}, \quad \text { and } \quad \underset{\sim}{\boldsymbol{\Gamma}}=\underset{\sim}{\boldsymbol{\Phi}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W,  \tag{38a}\\
\underset{\sim}{\boldsymbol{D}}: \underset{\sim}{\boldsymbol{\chi}}, \quad \text { and } \quad \underset{\sim}{\boldsymbol{R}}=\underset{\sim}{\boldsymbol{H}}: \underset{\sim}{\boldsymbol{\Gamma}}, \\
\underset{\boldsymbol{R}}{\boldsymbol{\boldsymbol { R }}} \otimes \underline{\boldsymbol{\nabla}}=0, \quad \text { and } \underset{\sim}{\boldsymbol{\boldsymbol { D }}}:(\underset{\sim}{\boldsymbol{R}} \otimes \underline{\boldsymbol{\nabla}})+p=0, \\
\underline{\boldsymbol{\boldsymbol { n }}}=0, \quad \text { and } \quad W=0, \quad \text { on } \quad \partial \omega .
\end{array}\right.
$$

It should be emphasized that once we find the solution of the Bending-Gradient problem, we can reconstruct the $3 D$ stress and displacement fields (see Chapter 5 of [32] for more details).

Now that we have presented the main features of the Bending-Gradient theory, it is useful to recall its variational approach as stated in [32]. It has to be pointed out first that generalized displacements $(W, \Phi)$ which satisfy the boundary conditions 38 ) are called kinematically compatible fields. Besides, generalized stresses $(\boldsymbol{M}, \boldsymbol{R})$ that comply with equations 38 ) are designated as statically compatible fields.

### 3.2.6 Minimum of the potential energy

The principle of the minimum of the potential energy states that the solution ( $\left.W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ of the Bending-Gradient problem (38) renders the potential energy functional $\mathcal{E}^{\mathrm{BG}}$ a minimum value on the set of kinematically compatible Bending-Gradient displacements. Here, the potential energy $\mathcal{E}^{\mathrm{BG}}$ is defined as:

$$
\begin{equation*}
\mathcal{E}^{\mathrm{BG}}=\int_{\omega} w^{\mathrm{BG}}(\underset{\sim}{\chi}, \boldsymbol{\Gamma})-\int_{\omega} p W, \tag{39}
\end{equation*}
$$

where $\underset{\sim}{\boldsymbol{\chi}}$ and $\boldsymbol{\Gamma}$ are the generalized strains related to the generalized displacements $(W, \Phi)$ through the compatibility equations 38a). Furthermore, $w^{\mathrm{BC}}$ is the Bending-Gradient strain energy density function given by:

$$
\begin{equation*}
w^{\mathrm{BG}}(\underset{\sim}{\boldsymbol{\chi}} \boldsymbol{\Gamma})=\frac{1}{2} \underset{\sim}{\chi}: \underset{\sim}{\boldsymbol{D}}: \underset{\sim}{\boldsymbol{\chi}}+\frac{1}{2}^{T} \boldsymbol{\Gamma}: \underset{\sim}{\boldsymbol{H}}: \underset{\sim}{\boldsymbol{\Gamma}} . \tag{40}
\end{equation*}
$$

### 3.2.7 Minimum of the complementary energy

Similarly, we introduce the complementary energy $\mathcal{E}^{* \mathrm{BG}}$ of the Bending-Gradient problem which is defined as:

$$
\begin{equation*}
\mathcal{E}^{* \mathrm{BG}}=\int_{\omega} w^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{R}), \tag{41}
\end{equation*}
$$

where $w^{* \mathrm{BG}}$ represents the Bending-Gradient stress energy density function given by:

$$
\begin{equation*}
w^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underset{\sim}{\boldsymbol{R}})=\frac{1}{2} \underset{\sim}{\boldsymbol{M}}: \underset{\sim}{\boldsymbol{d}}: \underset{\sim}{\boldsymbol{M}}+\frac{1}{2}^{T} \boldsymbol{R}: \underset{\sim}{\boldsymbol{h}}: \underline{\boldsymbol{R}} . \tag{42}
\end{equation*}
$$

The principle of minimum complementary energy states that, among all statically compatible stress fields, the complementary energy functional $\mathcal{E}^{* \mathrm{BG}}$ assumes a minimum value for the stress field $\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right)$, solution of the Bending-Gradient problem.

Having set the Bending-Gradient problem, our main concern now is to define the functional spaces in which we shall seek solutions and introduce norms in order to show that the corresponding variational problems, namely the stress and the displacement formulations, are well-posed.

## 4 Mathematical formulation of the Bending-Gradient problem for a fully clamped plate

We study in this section both stress and displacement formulations of the Bending-Gradient theory presented in the previous section and show their well-posedness.

### 4.1 Stress formulation

It is based on the principle of the minimum of the complementary energy (Section 3.2.7). Since the bending moment tensor $\boldsymbol{M}$ and the generalized shear force $\boldsymbol{R}$ are related by the equilibrium equation ( $\sqrt{32 \mathrm{a}}$ ), the complementary energy $\mathcal{E}^{* \mathrm{BG}}$ will be expressed solely in terms of $\boldsymbol{M}$. Therefore, it can be equivalently written in the following form:

$$
\begin{equation*}
\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})=\int_{\omega} w^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}), \tag{43}
\end{equation*}
$$

where $w^{* \mathrm{BG}}$ is defined by 42 .
We recall that the compliance tensors $\underset{\sim}{\boldsymbol{d}}$ and $\underset{\sim}{\boldsymbol{h}}$ are positive definite in the sense that there exists two constants $c>0$ and $c^{\prime}>0$ such that:

$$
\begin{align*}
& \forall \underset{\sim}{\boldsymbol{M}} \in \underset{\sim}{\mathbb{R}}, \quad c \underset{\sim}{\boldsymbol{M}}: \underset{\sim}{\boldsymbol{M}} \leq \underset{\sim}{\boldsymbol{M}}: \underset{\sim}{\underset{\sim}{d}}: \underset{\sim}{\boldsymbol{M}} \leq c^{\prime} \underset{\sim}{\boldsymbol{M}}: \underset{\sim}{\boldsymbol{M}},  \tag{44}\\
& \forall \boldsymbol{R} \in \underset{\sim}{\mathbb{R}}, \quad c^{T} \underline{\boldsymbol{R}}: \underset{\sim}{\boldsymbol{R}} \leq^{T} \underline{\boldsymbol{R}}: \underset{\sim}{\boldsymbol{h}}: \underset{\sim}{\boldsymbol{R}} \leq c^{\prime T} \underline{\boldsymbol{R}}: \underline{\boldsymbol{R}} . \tag{45}
\end{align*}
$$

Note that relations (44) and (45) also hold for the stiffness tensors $\underset{\sim}{\boldsymbol{D}}$ and $\boldsymbol{H}$.
Since the generalized stresses $(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{R})$ that comply with equations 38 ) are such that:

$$
\underset{\sim}{i}:(\underline{\boldsymbol{R}} \otimes \underline{\boldsymbol{\nabla}})=\underset{\sim}{i}:((\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}) \otimes \underline{\boldsymbol{\nabla}})=(\underset{\sim}{\boldsymbol{M}} \cdot \underline{\boldsymbol{\nabla}}) \cdot \underline{\boldsymbol{\nabla}}=M_{\alpha \beta, \alpha \beta},
$$

then it is natural to define the space of statically admissible generalized stress fields as follows:

$$
\begin{equation*}
\operatorname{SC}(p)=\left\{\underset{\sim}{\boldsymbol{M}} \in{\underset{\sim}{\boldsymbol{H}}}^{1}(\omega), \quad M_{\alpha \beta, \alpha \beta}+p=0 \text { in the sense of distributions }\right\} . \tag{46}
\end{equation*}
$$

The variational formulation of the Bending-Gradient problem consists in minimizing the complementary energy $\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})$ with respect to all $\underset{\sim}{\boldsymbol{M}} \in \operatorname{SC}(p)$ :

$$
\begin{equation*}
\min \left\{\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})=\int_{\omega} w^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underset{\sim}{\boldsymbol{M}} \otimes \boldsymbol{\nabla}), \quad \underset{\sim}{\boldsymbol{M}} \in \operatorname{SC}(p)\right\} . \tag{47}
\end{equation*}
$$

4.2 Well-posedness of the stress formulation

We now proceed to the study of problem (47). We establish the following result:
Theorem 1 Assume that $p \in H^{-1}(\omega)$ and that assumptions 44) and (45) hold. Then, the minimization problem (47) admits a unique solution $\boldsymbol{M}^{\mathrm{BG}} \in \operatorname{SC}(p)$. Moreover, ${\underset{\sim}{M G}}^{\mathrm{BG}}$ is solution of the following variational problem:

$$
\left\{\begin{array}{l}
\text { Find }{\underset{\sim}{M}}^{\mathrm{BG}} \in \operatorname{SC}(p), \text { such that: }  \tag{48}\\
\int_{\omega}^{\underset{\sim}{\boldsymbol{\mu}}}: \underset{\sim}{\boldsymbol{d}}:{\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}+(\underset{\sim}{\boldsymbol{\mu}} \otimes \underline{\boldsymbol{\nabla}}): \underset{\sim}{\boldsymbol{h}}:\left({\underset{\sim}{M}}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)=0, \quad \forall \underset{\sim}{\boldsymbol{\mu}} \in \operatorname{SC}(0) .
\end{array}\right.
$$

Proof Let us first show that $\operatorname{SC}(p)$ is not empty. Indeed, let $m$ be the unique solution in $H_{0}^{1}(\omega)$ of equation $\Delta m+p=0$. Then, $\underset{\sim}{\boldsymbol{P}}$ defined by $P_{\alpha \beta}=m \delta_{\alpha \beta}$ is obviously in $\operatorname{SC}(p)$. Moreover, any $\underset{\sim}{\boldsymbol{M}} \in S C(p)$ can be decomposed as the sum of $\underset{\sim}{\boldsymbol{P}}$ and $\underset{\sim}{\boldsymbol{\mu}}$ in $S C(0)$. Namely:

$$
\begin{equation*}
\underset{\sim}{\boldsymbol{M}} \in \operatorname{SC}(p) \Longleftrightarrow \underset{\sim}{\boldsymbol{M}}=\underset{\sim}{\boldsymbol{P}}+\underset{\sim}{\boldsymbol{\mu}}, \quad \underset{\sim}{\boldsymbol{\mu}} \in S C(0) . \tag{49}
\end{equation*}
$$

We introduce the following symmetric bilinear form on ${\underset{\sim}{\boldsymbol{H}}}^{1}(\omega) \times{\underset{\sim}{\boldsymbol{H}}}^{1}(\omega)$ :

$$
a_{S}\left(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{M}^{\prime}\right)=\int_{\omega} \underset{\sim}{\boldsymbol{M}^{\prime}}: \underset{\sim}{\boldsymbol{d}}: \underset{\sim}{\boldsymbol{M}}+{ }^{T}\left({\underset{\sim}{\boldsymbol{M}}}^{\prime} \otimes \underline{\boldsymbol{\nabla}}\right): \underset{\sim}{\boldsymbol{h}}:(\underset{\sim}{\boldsymbol{M}} \otimes \boldsymbol{\nabla}),
$$

which enables us to write $\mathcal{E}^{* \mathrm{BG}}$ as:

$$
\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})=\frac{1}{2} a_{s}(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{\underset { \sim } { \boldsymbol { M } }}) .
$$

Using the decomposition (49), it can be easily seen that the following minimization problem:

$$
\begin{equation*}
\min \left\{\frac{1}{2} a_{s}(\underset{\sim}{\boldsymbol{\mu}}, \underset{\sim}{\mu})+a_{s}(\underset{\sim}{\boldsymbol{P}} \underset{\sim}{\mu}), \quad \underset{\sim}{\boldsymbol{\mu}} \in S C(0)\right\}, \tag{50}
\end{equation*}
$$

is equivalent to problem 47).

The space $S C(0)$ equipped with the scalar product $\langle., .\rangle_{S C(0)}$ is actually a Hilbert space as shown in Appendix A.1.

$$
\left\langle{\underset{\sim}{\boldsymbol{\mu}},{\underset{\sim}{\boldsymbol{\mu}}}^{\prime}}_{s C(0)}=\int_{\omega} \underset{\sim}{\boldsymbol{\mu}^{\prime}}: \underset{\sim}{\boldsymbol{\mu}}+{ }^{T}\left({\underset{\sim}{\boldsymbol{\mu}}}^{\prime} \otimes \underset{\boldsymbol{\nabla}}{ }\right):(\underset{\sim}{\boldsymbol{\mu}} \otimes \underline{\nabla}) .\right.
$$

Clearly, thanks to assumptions (44) and (45), the bilinear form $a_{s}(\underset{\sim}{\mu}, \underset{\sim}{\mu})$ is continuous and coercive on $S C(0)$ and the linear map $\underset{\sim}{\boldsymbol{\mu}} \longrightarrow a_{S}(\underset{\sim}{\boldsymbol{P}}, \underset{\sim}{\boldsymbol{\mu}})$ is continuous on $S C(0)$. See Appendix A.2. Hence, by the application of the Lax-Milgram theorem on (50), we conclude that the problem (47) is well-posed and that its unique solution $\boldsymbol{M}^{\text {BG }} \in \operatorname{SC}(p)$ satisfies

$$
\forall \underset{\sim}{\boldsymbol{\mu}} \in \operatorname{SC}(0), \quad a_{s}\left(\underset{\sim}{\boldsymbol{\mu}},{\underset{\sim}{M G}}^{\mathrm{BG}}\right)=0 .
$$

This ends the proof.
4.3 Well-posedness of the displacement formulation

Let $(W, \Phi)$ be a generalized displacement field defined over $\omega$. The potential energy $\mathcal{E}^{\text {BG }}$ expressed in terms of $(W, \Phi)$ takes the form:

$$
\begin{equation*}
\mathcal{E}^{\mathrm{BG}}(W, \boldsymbol{\Phi})=\int_{\omega} w^{\mathrm{BG}}(\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}}, \underline{\Phi}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W)-\int_{\omega} p W, \tag{51}
\end{equation*}
$$

where $w^{\mathrm{BG}}$ is given by 40).
Assuming $p \in H^{-1}(\omega), \mathcal{E}^{\mathrm{BG}}$ is clearly well defined for $(W, \Phi) \in K C_{0}$ where the space of the generalized Bending-Gradient displacements which are kinematically compatible with clamped boundary conditions is the product of $H_{0}^{1}(\omega)$ with the space $\boldsymbol{H}_{0}(d i v, \omega)$ introduced in Section 2.2

$$
K C_{0}=H_{0}^{1}(\omega) \times \boldsymbol{H}_{0}(d i v, \omega) .
$$

Note that the space $K C_{0}$ is a Hilbert space as the product of two Hilbert spaces.
The Bending-Gradient problem with clamped boundary conditions consists in minimizing the potential energy $\mathcal{E}^{\mathrm{BG}}(W, \Phi)$ over all $(W, \Phi) \in K C_{0}$ :

$$
\begin{equation*}
\min \left\{\mathcal{E}^{\mathrm{BG}}\left(W, \underset{\Phi}{\boldsymbol{\Phi}}, \quad(W, \underset{\Phi}{\boldsymbol{\Phi}}) \in K C_{0}\right\},\right. \tag{52}
\end{equation*}
$$

where $\mathcal{E}^{\text {BG }}$ is given by 51 .
In order to show that the minimization problem (52) is well-posed, we introduce the bilinear form $a$ defined on $K C_{0} \times K C_{0}$ by:
$a\left((W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)\right)=\int_{\omega}(\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}}): \underset{\sim}{\boldsymbol{D}}:\left(\Phi^{\prime} \cdot \underline{\boldsymbol{\nabla}}\right)+^{T}(\underset{\Phi}{\boldsymbol{\Phi}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W): \underset{\sim}{\boldsymbol{H}}:\left(\Phi^{\prime}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\prime}\right)$,
and the linear form $b$ defined on $K C_{0}$ by:

$$
\begin{equation*}
b(W, \Phi)=\int_{\omega} p W \tag{54}
\end{equation*}
$$

Hence, $\mathcal{E}^{\mathrm{BG}}(W, \Phi)$ can be written as:

$$
\mathcal{E}^{\mathrm{BG}}(W, \boldsymbol{\Phi})=\frac{1}{2} a((W, \boldsymbol{\Phi}),(W, \Phi))-b(W, \boldsymbol{\Phi}) .
$$

Clearly, the linear form $b$ is continuous on $K C_{0}$ (see Appendix A.3). Furthermore, the bilinear form $a$ is symmetric and continuous on $K C_{0} \times K C_{0}$ (see Appendix A.4). It thus remains to prove that $a$ is coercive on $K C_{0}$.

### 4.3.1 Coercivity of the bilinear form a

Let us introduce a new bilinear form denoted by $a_{N}$ and defined on $K C_{0} \times K C_{0}$ by:

$$
\begin{equation*}
a_{N}\left((W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)\right)=\int_{\omega}(\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}}):\left(\underline{\Phi}^{\prime} \cdot \underline{\boldsymbol{\nabla}}\right)+^{T}(\underline{\Phi}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W):\left(\underline{\Phi}^{\prime}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\prime}\right) \tag{55}
\end{equation*}
$$

Since $\underset{\sim}{\boldsymbol{D}}$ and $\underset{\sim}{\boldsymbol{H}}$ are positive definite, there exists a constant $\beta>0$ such that, for all $\underset{\sim}{\boldsymbol{\chi}} \in \underset{\sim}{\mathbb{R}}$ and all $\boldsymbol{\Gamma} \in \mathbb{R}$, we have:

$$
\beta\left(\underset{\sim}{\chi}: \underset{\sim}{\chi}+{ }^{T} \boldsymbol{\Gamma}: \Gamma\right) \leq \underset{\sim}{\chi}: \underset{\sim}{\boldsymbol{D}}: \underset{\sim}{\chi}+{ }^{T} \boldsymbol{\Gamma}: \underset{\sim}{\boldsymbol{H}}: \boldsymbol{\Gamma} .
$$

Hence, the coercivity of $a$ over $K C_{0} \times K C_{0}$ directly follows from the below lemma:
Lemma 6 The bilinear form $a_{N}$ is a scalar product on $K C_{0}$ and the associated norm denoted by $\|\bullet\|_{N}$ is equivalent to the norm $\|\bullet\|_{K C_{0}}$.

Proof We decompose the proof into two steps.
Step 1. Since the bilinear form $a_{N}$ is symmetric and positive, it only remains to prove that it is definite on $K C_{0}$ in order to show that it is a scalar product. Consider $(W, \Phi) \in K C_{0}$ such that:

$$
a_{N}((W, \Phi),(W, \Phi))=0 .
$$

Then, $\boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}}=0$ and $\boldsymbol{\Phi}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W=0$. We therefore have that $\Delta W=0$. This implies that $W=0$, as $W \in H_{0}^{1}(\omega)$. Hence, $\boldsymbol{\Phi}=0$. Thus, $a_{N}$ is a scalar product on $K C_{0}$ and $\|\bullet\|_{N}$ defines a norm on $K C_{0}$.

Step 2. It is important to note that there exists a constant $C$ such that:

$$
\begin{align*}
\forall(W, \Phi) \in K C_{0}, \quad\|W, \boldsymbol{\Phi}\|_{N}^{2} & =\|\boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}}\|_{\underline{\Sigma}^{2}(\omega)}^{2}+\|\boldsymbol{\Phi}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W\|_{\underline{L}^{2}(\omega)}^{2} \\
& \leq C\|W, \underline{\boldsymbol{\Phi}}\|_{K C_{0}}^{2} . \tag{56}
\end{align*}
$$

In order to show that the norms $\|\cdot, \cdot\|_{N}$ and $\|\cdot, \cdot\|_{K C_{0}}$ are equivalent, we need to prove that there exists a constant $C^{\prime}$ such that :

$$
\begin{equation*}
\forall(W, \Phi) \in K C_{0}, \quad\|W, \Phi\|_{K C_{0}} \leq C^{\prime}\|W, \Phi\|_{N} . \tag{57}
\end{equation*}
$$

To this aim, we proceed by contradiction. Suppose that for all $k \in \mathbb{N}$, there exists $\left(W_{k}, \Phi_{k}\right) \in K C_{0}$ such that:

$$
\begin{equation*}
\left\|W_{k}, \Phi_{k}\right\|_{K C_{0}}=1, \quad\left\|W_{k}, \Phi_{k}\right\|_{N} \leq \frac{1}{k} \tag{58}
\end{equation*}
$$

Rather than working with the third order tensor $\Phi$, it is more useful to work with its spherical part $\Phi^{\mathrm{s}}$ and its deviatoric part $\Phi^{\mathrm{d}}$. We define the spherical part $\Phi^{\mathrm{s}}$ by:

$$
\begin{equation*}
\Phi^{\mathrm{s}}=\underset{\sim}{i} \cdot \underline{\Phi}^{\mathrm{s}}, \quad \underline{\Phi}^{\mathrm{s}}=\frac{2}{3} \Phi: \underset{\sim}{\boldsymbol{\Phi}}, \tag{59}
\end{equation*}
$$

where $\underline{\Phi}^{\mathrm{s}}$ is in $\underline{\boldsymbol{L}}^{2}(\omega)$. We can therefore write $\left\|W_{k}, \boldsymbol{\Phi}_{k}\right\|_{N}^{2}$ as follows:

$$
\begin{align*}
\left\|W_{k}, \Phi_{k}\right\|_{N}^{2} & =\left\|\Phi_{k} \cdot \underline{\boldsymbol{\nabla}}\right\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\left\|\Phi_{k}^{\mathrm{d}}+{\underset{\Phi}{k}}_{\mathrm{s}}^{\mathrm{s}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2} \\
& =\left\|\Phi_{k} \cdot \underline{\boldsymbol{\nabla}}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2}+\left\|\underline{\Phi}_{k}^{\mathrm{d}}\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2}+\frac{3}{2}\left\|\underline{\Phi}_{k}^{\mathrm{s}}+\underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2} . \tag{60}
\end{align*}
$$

Using (58), we have that $\left\|\Phi_{k} \cdot \underline{\nabla}\right\|_{\boldsymbol{L}^{2}(\omega)}+\left\|\Phi_{k}^{\mathrm{d}}\right\|_{\boldsymbol{L}^{2}(\omega)} \leq \frac{1}{k}$. It follows from Lemma 3 that $\left(\boldsymbol{\Phi}_{k}\right)$ strongly converges to zero in $\boldsymbol{H}(d i v, \omega)$. Using (59), we can assure that $\boldsymbol{\Phi}_{k}^{\text {s }}$ strongly converges to zero in $\underline{\boldsymbol{L}}^{2}(\omega)$.

Hence,

$$
\left\|\underline{\boldsymbol{\Phi}}_{k}^{\mathrm{s}}+\underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\underline{L}}^{2}(\omega)} \leq \frac{1}{k}
$$

implies that $\left(\underline{\nabla} W_{k}\right)$ strongly converges to zero in $\underline{L}^{2}(\omega)$. Consequently, $\left(W_{k}\right)$ strongly converges to zero in $H_{0}^{1}(\omega)$. There is hence in contradiction with $\left\|W_{k}, \Phi_{k}\right\|_{K C_{0}}=1$.

### 4.3.2 Existence and uniqueness of the solution to (52)

The existence and uniqueness of the solution to the minimization problem (52) is directly inferred from the Lax-Milgram theorem since its assumptions are satisfied. Namely, the symmetric bilinear form $a$ is continuous and coercive, and the linear form $b$ is continuous. The main result of this paper is stated in the following theorem:

Theorem 2 Assume that $p \in H^{-1}(\omega)$ and that the stiffness tensors $\underset{\sim}{\boldsymbol{D}}$ and $\underset{\sim}{\boldsymbol{H}}$ are symmetric and positive definite. Then the problem (52) is well-posed, i.e., there exists a unique solution $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right) \in K C_{0}$ such that:

$$
\begin{equation*}
a\left(\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right),(W, \boldsymbol{\Phi})\right)=b(W, \Phi), \tag{61}
\end{equation*}
$$

for all $(W, \Phi) \in K C_{0}$, where $a$ and $b$ are given by 53 and 54 . Moreover, we have

$$
\begin{equation*}
\left\|W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right\|_{K C_{0}} \leq c\|p\|_{H^{-1}(\omega)}, \tag{62}
\end{equation*}
$$

where $c$ is a strictly positive constant.
4.4 Relation between the stress and the displacement formulations

The above-presented formulations, namely the stress formulation (47) and the displacement formulation (52), have each respectively a unique solution, as shown respectively by Theorems 1 and 2 We therefore proceed to show that we can derive the displacement solution from the stress solution, and vice-versa. We state this in the following theorem:

Theorem 3 Under the assumptions stated in Theorem 2 let ( $\left.W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ be the unique solution to the minimization problem (52). Consider that the generalized strains associated to $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right)$ through the compatibility conditions $\sqrt{28}$, 29 are given by:

$$
\begin{equation*}
{\underset{\sim}{\chi}}^{\mathrm{BG}}=\boldsymbol{\Phi}^{\mathrm{BG}} \cdot \underline{\boldsymbol{\nabla}}, \quad \boldsymbol{\Gamma}^{\mathrm{BG}}=\boldsymbol{\Phi}^{\mathrm{BG}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\mathrm{BG}}, \tag{63}
\end{equation*}
$$

and that the generalized stress fields associated to $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right)$ by the constitutive equations (33) are :

$$
\begin{equation*}
{\underset{\sim}{M}}^{\mathrm{BG}}=\underset{\sim}{\boldsymbol{D}}:{\underset{\sim}{\chi}}^{\mathrm{BG}}, \quad \boldsymbol{R}^{\mathrm{BG}}=\underset{\sim}{\boldsymbol{H}}: \boldsymbol{\Gamma}^{\mathrm{BG}} . \tag{64}
\end{equation*}
$$

Then,

$$
\boldsymbol{M}^{\mathrm{BG}} \in \operatorname{SC}(p),
$$

where $\operatorname{SC}(p)$ is defined by (46), and

$$
\begin{equation*}
\underline{R}^{\mathrm{BG}}=\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}} . \tag{65}
\end{equation*}
$$

Moreover, $\boldsymbol{M}^{\mathrm{BG}}$ is the unique solution to the minimization problem (47), where $w^{* \mathrm{BG}}$ is defined by (42).

Proof Since $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right) \in K C_{0}$, relations 63 yield ${\underset{\sim}{\chi}}^{\mathrm{BG}} \in{\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$ and ${\underset{\underline{\boldsymbol{L}}}{ }}_{\mathrm{BG}}^{\underline{\boldsymbol{L}}} \underline{\underline{L}}^{2}(\omega)$. Consequently, due to equations 64, we also have that ${\underset{\sim}{\boldsymbol{M}}}^{\text {BG }} \in{\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$ and $\boldsymbol{R}^{\text {BG }} \in{\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$. According to theorem 2 $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\text {BG }}\right)$ satisfies 61). Therefore, we have that, for all $(W, \Phi) \in$ $K C_{0}$ :

$$
\begin{equation*}
\int_{\omega} \boldsymbol{M}^{\mathrm{BG}}:(\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}})+{ }^{T} \boldsymbol{R}^{\mathrm{BG}}:(\underline{\boldsymbol{\Phi}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W)=\int_{\omega} p W . \tag{66}
\end{equation*}
$$

Restricting 66) to $(W, \boldsymbol{\Phi}) \in D(\omega) \times \boldsymbol{D}(\omega) \subset K C_{0}$ and considering first the particular case where $W=0$ yields after integration by parts:

$$
\begin{equation*}
\left\langle\underline{\boldsymbol{R}}^{\mathrm{BG}}-\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}, \boldsymbol{\Phi}\right\rangle_{\boldsymbol{D}^{\prime}(\omega), \boldsymbol{D}(\omega)}=0 . \tag{67}
\end{equation*}
$$

This proves

$$
\begin{equation*}
\boldsymbol{R}^{\mathrm{BG}}=\boldsymbol{M}_{\sim}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}, \tag{68}
\end{equation*}
$$

in the sense of distributions.
Considering now the particular case where $\Phi=0$ yields:

$$
\begin{equation*}
\left\langle-\left(\underset{\sim}{\boldsymbol{i}}: \boldsymbol{R}^{\mathrm{BG}}\right) \cdot \underline{\boldsymbol{\nabla}}-p, W\right\rangle_{D^{\prime}(\omega), D(\omega)}=0 . \tag{69}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left(\underset{\sim}{i}: \boldsymbol{R}^{\mathrm{BG}}\right) \cdot \underline{\boldsymbol{\nabla}}+p=0, \tag{70}
\end{equation*}
$$

in the sense of distributions.

Equation (68) shows that the bending gradient components are in $\underline{L}^{2}(\omega)$. Hence, $\boldsymbol{M}^{\mathrm{BG}} \in{\underset{\sim}{\boldsymbol{H}}}^{1}(\omega)$. Replacing $\boldsymbol{R}^{\mathrm{BG}}$ by $\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}$ in (70) yields:

$$
\left(\underline{\boldsymbol{M}}^{\mathrm{BG}} \cdot \underline{\boldsymbol{\nabla}}\right) \cdot \underline{\boldsymbol{\nabla}}+p=0,
$$

which means that $\boldsymbol{M}^{\mathrm{BG}}$ is actually in $\operatorname{SC}(p)$. It remains to show that $\boldsymbol{M}^{\mathrm{BG}}$ is the unique solution to the problem (47). Consider any element $\underset{\sim}{\boldsymbol{M}} \in \operatorname{SC}(p)$, and set

$$
{\underset{\sim}{M}}^{\prime}=\underset{\sim}{\boldsymbol{M}}-{\underset{\sim}{M}}^{\mathrm{BG}} .
$$

Clearly, $\boldsymbol{M}^{\prime}$ belongs to $\operatorname{SC}(0)$ and, based on (63), (64) and (68), we have by simple algebra:

$$
\begin{align*}
\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}) & =\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\prime}\right)+\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}\right)+\int_{\omega}{\underset{\sim}{\boldsymbol{M}}}^{\prime}: \underset{\sim}{\boldsymbol{d}}: \boldsymbol{M}_{\sim}^{\mathrm{BG}}+{ }^{T}\left(\underset{\sim}{\boldsymbol{M}^{\prime}} \otimes \underset{\boldsymbol{\nabla}}{\boldsymbol{\nabla}}\right): \underset{\sim}{\boldsymbol{h}}:\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}} \otimes \underset{\boldsymbol{\nabla}}{ }\right) \\
& =\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\prime}\right)+\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}\right)+\int_{\omega} \boldsymbol{M}_{\sim}^{\prime}:\left(\boldsymbol{\Phi}^{\mathrm{BG}} \cdot \underline{\boldsymbol{\nabla}}\right)+{ }^{T}\left({\underset{\sim}{\boldsymbol{M}}}^{\prime} \otimes \underline{\boldsymbol{\nabla}}\right):\left({\underset{\boldsymbol{\Phi}}{ }}_{\mathrm{BG}}^{\boldsymbol{i}} \underset{\sim}{\boldsymbol{\nabla}} W^{\mathrm{BG}}\right) . \tag{71}
\end{align*}
$$

Recalling that the generalized displacements $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ belong to $K C_{0}$ and that the stress field $\boldsymbol{M}^{\prime}$ belongs to $\operatorname{SC}(0)$, integrating by parts implies that the last term of the right-hand side of (71) vanishes. Hence, we have:

$$
\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})=\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})+\mathcal{E}^{* \mathrm{BG}}\left(\boldsymbol{}_{\sim}^{\mathrm{BG}}\right)
$$

We end the proof by mentioning that $\mathcal{E}^{* B G}\left(\boldsymbol{M}^{\prime}\right)$ is positive as soon as $\boldsymbol{M}^{\prime}$ does not vanish.
Having studied the Bending-Gradient theory for clamped plates, we now introduce this theory when free boundary conditions are prescribed.

## 5 Mathematical formulation of the Bending-Gradient problem for a loaded plate with free boundary conditions

In this section, we study the problem with completely free boundary conditions. Since the shear force compliance tensor is assumed to be positive definite, these conditions write as follows when the generalized stress fields are regular enough (See [32], chapter 6):

$$
\begin{equation*}
\underline{\sim}=0, \quad(\underset{\sim}{i}: \underline{\boldsymbol{R}}) \cdot \underline{\boldsymbol{n}}=0, \text { on } \partial \omega, \tag{72}
\end{equation*}
$$

or in terms of components:

$$
\begin{equation*}
M_{\alpha \beta}=0, \quad R_{\alpha \beta \beta} n_{\alpha}=0, \text { on } \partial \omega . \tag{73}
\end{equation*}
$$

Here, $\underline{\boldsymbol{n}}$ is the outer normal vector to $\partial \omega$.
We hence have to find $W$, $\boldsymbol{\Phi}, \boldsymbol{\chi}, \boldsymbol{\Gamma}, \boldsymbol{M}$ and $\boldsymbol{R}$ solution of (28), (29), (32), (33) and (72). This prompts us to introduce a displacement formulation (see (82)) then to prove that the corresponding minimization problem admits a unique solution (see Theorem 4). We finally establish the relation between this formulation and a stress formulation (Theorem6).
5.1 Formulation of the problem

We introduce the set of the generalized Bending-Gradient displacements which are kinematically compatible with free boundary conditions as the quotient space:

$$
K C_{f}=K C / \mathcal{R},
$$

where

$$
K C=H^{1}(\omega) \times \underline{\boldsymbol{H}}(d i v, \omega),
$$

and $\mathcal{R}$ is the set of the displacements $(W, \Phi)$ in $K C$ such that the generalized BendingGradient strains $(\underset{\sim}{\chi}, \Gamma)$ are identically null.

Obviously, such displacements verify $\boldsymbol{\Phi}=-\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W$ and $\boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}}=\left(-W_{, \alpha \beta}\right)=0$. Therefore, $W$ is an affine function of $x_{1}$ and $x_{2}$ and the set $\mathcal{R}$ is defined as follows:

$$
\begin{equation*}
\mathcal{R}=\left\{(W, \underline{\Phi}) \in K C / W=\underline{\boldsymbol{\alpha}} \cdot \underline{\boldsymbol{x}}+\beta, \underline{\boldsymbol{\Phi}}=-\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\alpha}}, \alpha_{1}, \alpha_{2}, \beta \in \mathbb{R}\right\} . \tag{74}
\end{equation*}
$$

In components, we have:

$$
W\left(x_{1}, x_{2}\right)=\alpha_{1} x_{1}+\alpha_{2} x_{2}+\beta,
$$

and

$$
\left(\Phi_{111}, \Phi_{221}, \Phi_{121}, \Phi_{112}, \Phi_{222}, \Phi_{122}\right)\left(x_{1}, x_{2}\right)=\left(-\alpha_{1}, 0,-\frac{1}{2} \alpha_{2}, 0,-\alpha_{2},-\frac{1}{2} \alpha_{1}\right) .
$$

Clearly, the space $\mathcal{R}$ is a closed subspace of $K C$. We can therefore consider the orthogonal projection of $K C$ on $\mathcal{R}$ according to the norm $\|\bullet\|_{K C}$ : For any $(W, \Phi) \in K C$, there exists a unique $\Pi(W, \Phi)$ such that:

$$
\begin{equation*}
\|(W, \Phi)-\Pi(W, \Phi)\|_{K C}=\inf _{(V, \underline{\Psi}) \in \mathcal{R}} \|\left(W, \Phi(\Phi)-(V, \underline{\Psi}) \|_{K C} .\right. \tag{75}
\end{equation*}
$$

Lemma 7 The quotient space $K C_{f}$, endowed with the scalar product

$$
\begin{equation*}
\left\langle[\breve{W}, \breve{\Phi}],\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]\right\rangle_{K C_{f}}=\left\langle(W, \Phi)-\Pi(W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)-\Pi\left(W^{\prime}, \Phi^{\prime}\right)\right\rangle_{K C}, \tag{76}
\end{equation*}
$$

where $(W, \Phi)\left(\operatorname{resp} .\left(W^{\prime}, \Phi^{\prime}\right)\right)$ is any element in $[\breve{W}, \stackrel{\breve{\Phi}}{\Phi}]\left(\right.$ resp. $\left.\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]\right)$, is a Hilbert space.

Proof We start by showing that the scalar product (76) is well-defined. Consider ( $W, \boldsymbol{\Phi}$ ) and $\left(W^{*}, \Phi^{*}\right)$ two elements in $(\breve{W}, \breve{\Phi})$. Since $\Pi$ is a linear operator, we can write :
$\left(W^{*}, \Phi^{*}\right)-\Pi\left(W^{*}, \Phi^{*}\right)=\left(W^{*}, \Phi^{*}\right)-(W, \Phi)-\Pi\left(\left(W^{*}, \Phi^{*}\right)-(W, \Phi)\right)+(W, \Phi)-\Pi(W, \Phi)$.
Now, $\left(W^{*}, \Phi^{*}\right)-(W, \Phi)$ being an element of $\mathcal{R}$ yields :

$$
\left(W^{*}, \Phi^{*}\right)-(W, \Phi)-\Pi\left(\left(W^{*}, \Phi^{*}\right)-(W, \Phi)\right)=0 .
$$

We therefore have that:

$$
\left(W^{*}, \Phi^{*}\right)-\Pi\left(W^{*}, \boldsymbol{\Phi}^{*}\right)=(W, \Phi)-\Pi(W, \Phi),
$$

which means that the scalar product (76) is well-defined on $K C_{f}$.
We are now left to prove that $K C_{f}$ is a Hilbert space. To this end, let $\left[\breve{W}_{n}, \breve{\Phi}_{n}\right] \in K C_{f}$, $n \in \mathbb{N}$, be a Cauchy sequence in the norm $\|\bullet\|_{K C_{f}}$. Obviously, $\left(W_{n}, \Phi_{n}\right)-\Pi\left(W_{n}, \Phi_{n}\right)$ is a Cauchy sequence in $K C$. Hence, it converges to an element $\left(W_{\infty}, \Phi_{\infty}\right)$ such that :

$$
\Pi\left(W_{\infty}, \Phi_{\infty}\right)=0
$$

since the operator $\Pi$ is continuous. We now see that :

$$
\left\|\left[\breve{W}_{n}, \breve{\Phi}_{n}\right]-\left[\breve{W}_{\infty}, \breve{\Phi}_{\infty}\right]\right\|_{K C_{f}}^{2}=\left\|\left(W_{n}, \Phi_{n}\right)-\left(W_{\infty}, \Phi_{\infty}\right)-\Pi\left(W_{n}, \Phi_{n}\right)\right\|_{K C}^{2}
$$

hence $\left[\breve{W}_{n}, \breve{\Phi}_{n}\right]$ converges to $\left[\breve{W}_{\infty}, \breve{\Phi}_{\infty}\right]$ in $K C_{f}$. This ends the proof.
In the absence of kinematic boundary conditions, the global equilibrium of the plate is impossible unless the applied transverse load $p$ is self-balanced. Namely,

$$
\forall(W, \Phi) \in \mathcal{R}, \quad b(W, \Phi)=\int_{\omega} p W=0 .
$$

The above equation is equivalent to the following standard conditions stipulating that the resultant applied force and moments are null:

$$
\begin{equation*}
\int_{\omega} p=0, \quad \int_{\omega} p x_{1}=0, \quad \text { and } \quad \int_{\omega} p x_{2}=0 \tag{77}
\end{equation*}
$$

We are now in position to introduce a variational formulation on $K C_{f}$. We introduce the following linear form:

$$
\begin{equation*}
\forall[\breve{W}, \breve{\Phi}] \in K C_{f}, \quad \breve{b}([\breve{W}, \breve{\Phi}])=b(W, \Phi)=\int_{\omega} p W, \tag{78}
\end{equation*}
$$

where $(W, \Phi)$ is any element in $[\breve{W}, \breve{\Phi}]$. This makes sense because equations 777) ensure that the above right-hand side does not depend on the choice of $(W, \Phi)$. Assume that $p$ is in $L^{2}(\omega)$. Then, the linear form $b$ is continuous on $K C$, and we have for any $[\breve{W}, \breve{\Phi}] \in K C_{f}$ :

$$
\begin{align*}
|\breve{b}([\breve{W}, \stackrel{\breve{\Phi}}{ }])| & =|b((W, \Phi)-\Pi(W, \Phi))| \\
& \leq C\|(W, \Phi)-\Pi(W, \Phi)\|_{K C}  \tag{79}\\
& \leq C\|\breve{\Phi}, \breve{\Phi}\|_{K C_{f}} .
\end{align*}
$$

We conclude that the linear form $\breve{b}$ is continuous on $K C_{f}$. Let us now introduce the following bilinear form on $K C_{f}$ :

$$
\begin{align*}
\breve{a}\left([\breve{W}, \stackrel{\breve{\Phi}}{\triangle}],\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]\right) & =a\left((W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)\right)=\int_{\omega}(\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}}): \underset{\sim}{\boldsymbol{D}}:\left(\underline{\Phi}^{\prime} \cdot \underline{\boldsymbol{\nabla}}\right)  \tag{80}\\
& +{ }^{T}(\underline{\boldsymbol{\Phi}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W): \underset{\sim}{\boldsymbol{H}}:\left(\underline{\Phi}^{\prime}+\underset{\sim}{i} \cdot \underline{\boldsymbol{\nabla}} W^{\prime}\right),
\end{align*}
$$

where $(W, \Phi)$ (resp. $\left(W^{\prime}, \Phi^{\prime}\right)$ ) is any element in $[\breve{W}, \breve{\Phi}]$ (resp. $\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]$ ). The bilinear form $\breve{a}$ is well-defined on $K C_{f}$ because, obviously, all the elements of $[\breve{W}, \breve{\Phi}]$ have the same generalized strains $\boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}}$ and $\Phi+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W$. Moreover, $\breve{a}$ is continuous on $K C_{f}$. Indeed,

$$
\begin{align*}
\left|\breve{a}\left([\breve{W}, \breve{\Phi}],\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]\right)\right| & =\left|a\left((W, \Phi)-\Pi(W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)-\Pi\left(W^{\prime}, \Phi^{\prime}\right)\right)\right| \\
& \leq C\|(W, \Phi)-\Pi(W, \Phi)\|_{K C}\left\|\left(W^{\prime}, \Phi^{\prime}\right)-\Pi\left(W^{\prime}, \Phi^{\prime}\right)\right\|_{K C}  \tag{81}\\
& \leq C\|\breve{W}, \breve{\Phi}\|_{K C_{f}}\left\|\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right\|_{K C_{f}} .
\end{align*}
$$

We consider the following minimization problem:

$$
\begin{equation*}
\min \left\{\breve{\mathcal{P}}([\breve{W}, \breve{\Phi}]), \quad[\breve{W}, \breve{\Phi}] \in K C_{f}\right\}, \tag{82}
\end{equation*}
$$

where

$$
\breve{\mathcal{P}}([\breve{W}, \stackrel{\breve{\Phi}}{\underline{\mathrm{C}}}])=\frac{1}{2} \breve{a}([\breve{W}, \breve{\boldsymbol{\Phi}}],[\breve{W}, \breve{\mathbf{\Phi}}])-\breve{b}([\breve{W}, \breve{\Phi}]) .
$$

The well-posedness of this problem relies on the coercivity of the bilinear form $\breve{a}$, which we will prove in the following paragraph.

### 5.2 Coercivity of the bilinear form $\breve{a}$

In order to prove the coercivity of $\breve{a}$, we will need the following lemma:
Lemma 8 Let $[\breve{W}, \breve{\Phi}] \in K C_{f}$. There exist two constants $c>0$ and $c^{\prime}>0$ such that

$$
c\|\breve{W}, \breve{\Phi}\|_{N} \leq\|\breve{W}, \breve{\Phi}\|_{K C_{f}} \leq c^{\prime}\|\breve{W}, \breve{\Phi}\|_{N},
$$

where $\|\breve{W}, \breve{\Phi}\|_{N}^{2}=a_{N}((W, \Phi),(W, \Phi))$, with $a_{N}$ given by (55) and $(W, \Phi)$ is any element in $[\breve{W}, \breve{\Phi}]$, defines a norm on $K C_{f}$.

Proof We decompose the proof into three steps.
Step 1. Since all the elements of $[\breve{W}, \breve{\Phi}]$ have the same generalized strains $\boldsymbol{\Phi} \cdot \underline{\nabla}$ and $\Phi+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\nabla} W$, one can define the bilinear form $\breve{a}_{N}$ on $K C_{f} \times K C_{f}$ as:

$$
\begin{equation*}
\breve{a}_{N}\left([\breve{W}, \breve{\Phi}],\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]\right)=a_{N}\left((W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)\right), \tag{83}
\end{equation*}
$$

where $(W, \Phi)$ (resp. $\left(W^{\prime}, \Phi^{\prime}\right)$ ) is any element in $[\breve{W}, \breve{\Phi}]$ (resp. $\left.\left[\breve{W}^{\prime}, \breve{\Phi}^{\prime}\right]\right)$. Since the bilinear form $\breve{a}_{N}$ is symmetric and positive, it only remains to prove that it is definite on $K C_{f}$ in order to show that it is a scalar product. Indeed, if we have $a_{N}((W, \Phi),(W, \Phi))=0$, then, $\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}}=0$ and $\Phi+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W=0$. Hence, $(W, \Phi) \in \mathcal{R}$ and $[\breve{W}, \stackrel{\breve{\Phi}}{\Phi}]=0$. Thus, $\breve{a}_{N}$ is a scalar product on $K C_{f}$ and $\|\cdot \cdot \cdot\|_{N}$ defines a norm on $K C_{f}$.

Step 2. We first start by proving that there exists a constant $c>0$ such that:

$$
\|\breve{W}, \breve{\Phi}\|_{K C_{f}} \geq c \| \breve{W}, \stackrel{\breve{\Phi}}{\|_{N}} .
$$

Let $(W, \Phi)$ be any element in $[\breve{W}, \breve{\Phi}]$. As in Section 4.3.1 we decompose the third-order tensor $\Phi$ into its spherical part $\Phi^{\mathbf{s}}=\underset{\sim}{\boldsymbol{i}} \cdot \boldsymbol{\Phi}^{\mathrm{s}}$ and its deviatoric part $\boldsymbol{\Phi}^{\mathrm{d}}$. Hence, $\|W, \boldsymbol{\Phi}\|_{N}$ can be written as follows:

$$
\begin{align*}
\|\breve{W}, \breve{\boldsymbol{\Phi}}\|_{N}^{2} & =\|\Phi \boldsymbol{\Phi} \cdot \underline{\boldsymbol{\nabla}}\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\|\underline{\Phi}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2} \\
& =\|\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}}\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\left\|\underline{\Phi}^{\mathrm{d}}\right\|_{{\underline{\boldsymbol{L}^{2}}(\omega)}_{2}^{2}+\frac{3}{2}\left\|\underline{\Phi}^{\mathrm{s}}+\underline{\boldsymbol{\nabla}} W\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2} .}^{2} . \tag{84}
\end{align*}
$$

Besides, we have:

$$
\begin{align*}
\| \breve{W}, \stackrel{\breve{\Phi}}{\|_{K C_{f}}^{2}} & =\left\|\left(W-W^{\mathcal{R}}, \Phi \underline{\Phi}^{\mathcal{R}}\right)\right\|_{K C}^{2} \\
& =\left\|W-W^{\mathcal{R}}\right\|_{L^{2}(\omega)}^{2}+\left\|\underline{\nabla} W-\underline{\nabla} W^{\mathcal{R}}\right\|_{\underline{L}^{2}(\omega)}^{2}  \tag{85}\\
& +\frac{3}{2}\left\|\underline{\Phi}^{\mathrm{s}}-\underline{\boldsymbol{\Phi}}^{\mathcal{R}}\right\|_{{\underline{L^{2}}(\omega)}_{2}^{2}+\left\|\underline{\Phi}^{\mathrm{d}}\right\|_{\underline{L}^{2}(\omega)}^{2}+\|\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}}\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2}} .
\end{align*}
$$

where we denote by $\left(W^{\mathcal{R}}, \Phi^{\mathcal{R}}\right)$ the orthogonal projection of $(W, \Phi)$ on $\mathcal{R}$, i.e.,

$$
\Pi(W, \Phi)=\left(W^{\mathcal{R}}, \Phi^{\mathcal{R}}\right) \in \mathcal{R}
$$

We can obviously write:

$$
\left\|\underline{\boldsymbol{\nabla}} W-\underline{\boldsymbol{\nabla}} W^{\mathcal{R}}\right\|^{2}+\frac{3}{2}\left\|\underline{\boldsymbol{\Phi}}^{\mathbf{s}}-\underline{\boldsymbol{\Phi}}^{\mathcal{R}}\right\|^{2} \geq \frac{1}{2}\left\|\underline{\boldsymbol{\nabla}} W-\underline{\boldsymbol{\nabla}} W^{\mathcal{R}}\right\|^{2}+\frac{1}{2}\left\|\underline{\boldsymbol{\Phi}}^{\mathbf{s}}-\underline{\boldsymbol{\Phi}}^{\mathcal{R}}\right\|^{2}
$$

By convexity of the square function, we obtain the following inequality:

$$
\frac{1}{2}\left\|\underline{\boldsymbol{\nabla}} W-\underline{\boldsymbol{\nabla}} W^{\mathcal{R}}\right\|^{2}+\frac{1}{2}\left\|\underline{\boldsymbol{\Phi}}^{\mathrm{s}}-\underline{\boldsymbol{\Phi}}^{\mathcal{R}}\right\|^{2} \geq\left\|\frac{1}{2}\left(\underline{\boldsymbol{\nabla}} W-\underline{\boldsymbol{\nabla}} W^{\mathcal{R}}+\underline{\boldsymbol{\Phi}}^{\mathrm{s}}-\underline{\boldsymbol{\Phi}}^{\mathcal{R}}\right)\right\|^{2}
$$

Noticing that $\bar{\nabla} W^{\mathcal{R}}+\underline{\boldsymbol{\Phi}}^{\mathcal{R}}=0$ by the very definition of $\mathcal{R}$, then equation (85) and the above inequalities yield:

$$
\begin{equation*}
\|\breve{W}, \breve{\breve{\Phi}}\|_{K C_{f}}^{2} \geq \frac{1}{4}\left\|\underline{\Phi}^{\mathrm{s}}+\underline{\nabla} W\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2}+\left\|\Phi^{\mathrm{d}}\right\|_{\underline{L}^{2}(\omega)}^{2}+\|\Phi \cdot \underline{\boldsymbol{\nabla}}\|_{\underline{L}^{2}(\omega)}^{2} \geq \frac{1}{6}\left\|\breve{W}, \stackrel{\breve{\Phi}}{\underline{L}_{N}}\right\|_{N}^{2} . \tag{86}
\end{equation*}
$$

Step 3. We are left with proving that there exists a constant $c^{\prime}>0$ such that:

$$
\begin{equation*}
\|\breve{W}, \breve{\Phi}\|_{K C_{f}} \leq c^{\prime}\|\breve{W}, \breve{\Phi}\|_{N} . \tag{87}
\end{equation*}
$$

This is equivalent to the continuity of the injection of $K C_{f}$ equipped with the norm $\|\bullet\|_{N}$ into $K C_{f}$ equipped with the norm $\|\bullet\|_{K C_{f}}$. Considering a sequence $\left[\breve{W}_{k}, \breve{\Phi}_{k}\right] \in K C_{f}, k \in \mathbb{N}$ such that $\left\|\breve{W}_{k}, \breve{\Phi}_{k}\right\|_{N} \longrightarrow 0$ as $k$ goes to infinity, we have to prove that $\|\breve{W}, \breve{\Phi}\|_{K C_{f}} \longrightarrow 0$ as $k$ goes to infinity.

Using (84), we can see that :

$$
\begin{equation*}
\left\|\underline{\boldsymbol{\Phi}}_{k}^{\mathrm{s}}+\underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2} \longrightarrow 0 \tag{88}
\end{equation*}
$$

and that:

$$
\begin{equation*}
\left\|\Phi_{k} \cdot \underline{\nabla}\right\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\left\|\underline{\Phi}_{k}^{\mathrm{d}}\right\|_{\underline{L}^{2}(\omega)}^{2} \longrightarrow 0 \tag{89}
\end{equation*}
$$

According to Lemma 4 and the above limit, for each $k$, there exists a vector field $\underline{\boldsymbol{r}}_{k}$ of the form (10) :

$$
\underline{\boldsymbol{r}}_{k}\left(x_{1}, x_{2}\right)=\left(u_{k}-w_{k} x_{2}, v_{k}+w_{k} x_{1}\right),
$$

such that:

$$
\begin{equation*}
\left\|\underline{\Phi}_{k}^{\mathrm{s}}-\underline{\boldsymbol{r}}_{k}\right\|_{\underline{\underline{L}}^{2}(\omega)} \longrightarrow 0 . \tag{90}
\end{equation*}
$$

It follows from equations (88) and (90) that:

$$
\begin{equation*}
\left\|\underline{\boldsymbol{r}}_{k}+\underline{\boldsymbol{\nabla}} W_{k}\right\|_{\underline{\underline{L}}^{2}(\omega)} \longrightarrow 0 \tag{91}
\end{equation*}
$$

Then, according to Lemma $5, w_{k} \longrightarrow 0$ and there exists a sequence of real numbers denoted by $z_{k}$ such that:

$$
\begin{equation*}
\left\|W_{k}+u_{k} x_{1}+v_{k} x_{2}+z_{k}\right\|_{H^{1}(\omega)} \longrightarrow 0 \tag{92}
\end{equation*}
$$

In turn, $w_{k} \longrightarrow 0$ and 90 implies that :

$$
\begin{equation*}
\left\|\underline{\Phi}_{k}^{\mathrm{s}}-\underline{\boldsymbol{r}}_{k}^{(u, v)}\right\|_{\underline{\underline{L}}^{2}(\omega)} \longrightarrow 0 \tag{93}
\end{equation*}
$$

where $\underline{\boldsymbol{r}}_{k}^{(u, v)}=\left(u_{k}, v_{k}\right)$. Using the definition of the norm $\|\bullet\|_{K C_{f}}$ and $\left(V_{k}, \Psi_{k}\right)$ in $\mathcal{R}$ defined by:

$$
\left(V_{k}, \boldsymbol{\Psi}_{k}\right)=\left(-u_{k} x_{1}-v_{k} x_{2}-z_{k}, \underline{\boldsymbol{i}} \cdot \underline{\boldsymbol{r}}_{k}^{(u, v)}\right),
$$

we have:

$$
\begin{equation*}
\left\|\breve{W}_{k}, \breve{\Phi}_{k}\right\|_{K C_{f}} \leq\left\|\left(W_{k}, \Phi_{k}\right)-\left(V_{k}, \underline{\Psi}_{k}\right)\right\|_{K C} \longrightarrow 0, \tag{94}
\end{equation*}
$$

thanks to equations (92) and (93) together with (89). This ends the proof.
5.3 Well-posedness of the minimization problem for free boundary conditions

We have shown in the previous sections that the bilinear form $\breve{a}$ is continuous and coercive on the Hilbert space $K C_{f}$. Moreover, we have proved that the linear form $\breve{b}$ is continuous on $K C_{f}$. As all the assumptions of the Lax-Milgram theorem are verified, we have the following result:
Theorem 4 Assume that:

- the transverse load $p \in L^{2}(\omega)$ is such that (77) are satisfied;
- the symmetric stiffness tensors $\underset{\sim}{\boldsymbol{D}}$ and $\underset{\sim}{\boldsymbol{H}}$ are positive definite.

Then, the minimization problem (82] has a unique solution denoted by $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right]$ which is also the unique solution of the following problem:

$$
\left\{\begin{array}{l}
\text { Find }\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right] \in K C_{f}, \text { such that: }  \tag{95}\\
\breve{a}\left(\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right],[\breve{W}, \breve{\Phi}]\right)=\breve{b}([\breve{W}, \breve{\Phi}]), \quad \forall[\breve{W}, \breve{\Phi}] \in K C_{f} .
\end{array}\right.
$$

Our objective now is to build from $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right]$ a solution to the problem formed by the equations (28), (29), (32), (33) and (72). To this end, we introduce the set $S C_{0}(p)$ of statically compatible moment fields which are in equilibrium (32) with the external load $p$ and with free boundary conditions $\sqrt[727]{ }$, in the weak sense:

$$
\begin{equation*}
S C_{0}(p)=\left\{\underset{\sim}{\boldsymbol{M}} \in{\underset{\boldsymbol{H}}{0}}_{1}^{0}(\omega), \quad \int_{\omega}(\underset{\sim}{\boldsymbol{M}} \cdot \underline{\boldsymbol{\nabla}}) \cdot \underline{\boldsymbol{\nabla}} W=\int_{\omega} p W \quad \forall W \in H^{1}(\omega)\right\} . \tag{96}
\end{equation*}
$$

Indeed, using integration by parts, it easily seen that if $\underset{\sim}{\boldsymbol{M}} \in S C_{0}(p)$ is regular enough, then the equations (32) and (72) will hold true in the strong sense with $\boldsymbol{R}=\boldsymbol{M} \otimes \boldsymbol{\nabla}$.

Theorem 5 Suppose that the transverse load pand the stiffness tensors $\underset{\sim}{\mathbf{D}}$ and $\underset{\sim}{\boldsymbol{H}}$ satisfy the assumptions of Theorem (4) and let $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right]$ denote the unique solution to the minimization problem (82]. Let $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ be any element in $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right]$. The generalized strains associated to $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ through the compatibility conditions 28$), 29$, are given by :

$$
\begin{equation*}
{\underset{\sim}{\chi}}^{\mathrm{BG}}=\underline{\boldsymbol{\Phi}}^{\mathrm{BG}} \cdot \underline{\boldsymbol{\nabla}}, \quad \text { and } \quad \underline{\Gamma}^{\mathrm{BG}}=\underline{\boldsymbol{\Phi}}^{\mathrm{BG}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\mathrm{BG}}, \tag{97}
\end{equation*}
$$

and the generalized stress fields associated to $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right)$ by the constitutive equations 33 are :

$$
\begin{equation*}
\boldsymbol{M}^{\mathrm{BG}}=\underset{\sim}{\boldsymbol{D}}:{\underset{\sim}{\boldsymbol{\chi}}}^{\mathrm{BG}}, \quad \text { and } \quad \boldsymbol{R}^{\mathrm{BG}}=\boldsymbol{\sim} \boldsymbol{\boldsymbol { H }}: \boldsymbol{\Gamma}^{\mathrm{BG}} . \tag{98}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\boldsymbol{M}^{\mathrm{BG}} \in \operatorname{SC}_{0}(p), \quad \text { and } \quad \boldsymbol{R}^{\mathrm{BG}}=\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}} . \tag{99}
\end{equation*}
$$

Moreover, the above fields do not depend on the choice of $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right)$ in $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right]$.
Proof The proof is similar to that of Theorem (3). Since $\left[\breve{W^{\mathrm{BG}}}, \breve{\Phi}^{\text {BG }}\right]$ satisfies (95) (we refer to Theorem (4)), we have that, for all $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right] \in K C_{f}$ :

$$
\begin{equation*}
\int_{\omega} \boldsymbol{M}^{\mathrm{BG}}:(\underline{\boldsymbol{\Phi}} \cdot \underline{\boldsymbol{\nabla}})+{ }^{T} \boldsymbol{R}^{\mathrm{BG}}:(\underline{\boldsymbol{\Phi}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W)=\int_{\omega} p W, \tag{100}
\end{equation*}
$$

where $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ is any element in $\left[\breve{W}^{\mathrm{BG}}, \breve{\Phi}^{\mathrm{BG}}\right]$ and $(W, \Phi)$ is any element of $K C$. By arguments similar to those used in the proof of Theorem 3 we obtain 99 .

### 5.4 Equivalence to a stress formulation

We have built in Theorem 5 the generalized stress fields $\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right)$ solution to the problem with free boundary conditions. Moreover, we have proved that $\boldsymbol{M}^{\mathrm{BG}} \in S C_{0}(p)$ and that $\boldsymbol{R}^{\mathrm{BG}}=\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}$. We have the following result:

## Theorem 6

Adopting the assumptions of Theorem 4 and the notations of Theorem 5 the stress field ${\underset{\sim}{M}}^{\text {BG }}$ defined in Theorem 5 is the unique solution to the problem:

$$
\begin{equation*}
\min \left\{\mathcal{E}^{* \mathrm{BG}}=\int_{\omega} w^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}) d \omega, \quad \underset{\sim}{\boldsymbol{M}} \in \operatorname{SC}_{0}(p)\right\}, \tag{101}
\end{equation*}
$$

where $w^{* \mathrm{BG}}$ is defined by (42).
Proof For a proof, we follow in close lines the second part of that of Theorem 3 where $S C_{0}(p)$ is substituted to $S C(p)$. Consider any element $\underset{\sim}{M} \in S C_{0}(p)$, and set :

$$
\boldsymbol{M}^{\prime}=\underset{\sim}{\boldsymbol{M}}-\boldsymbol{M}^{\mathrm{BG}} .
$$

Simple algebraic transformations lead to:
$\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})=\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\prime}\right)+\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}\right)+\int_{\omega}{\underset{\sim}{\boldsymbol{M}}}^{\boldsymbol{\prime}}:\left(\underline{\boldsymbol{\Phi}}^{\mathrm{BG}} \cdot \underline{\boldsymbol{\nabla}}\right)+{ }^{\boldsymbol{T}}\left({\underset{\sim}{\boldsymbol{M}}}^{\prime} \otimes \underline{\boldsymbol{\nabla}}\right):\left(\boldsymbol{\Phi}^{\mathrm{BG}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\mathrm{BG}}\right)$.

Using that $\underset{\sim}{M^{\prime}} \in S C_{0}(0)$, integrating by parts leads to the fact that the last term in the above equation vanishes. We hence obtain that:

$$
\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})=\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}})+\mathcal{E}^{* \mathrm{BG}}\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}\right) .
$$

We end the proof by mentioning that $\mathcal{E}^{* B G}(\underset{\sim}{\boldsymbol{M}})$ is positive as soon as $\boldsymbol{M}^{\prime}$ does not vanish.

## 6 Simple Support Boundary Conditions

We have already presented the Bending-Gradient theory for clamped plates (section 4 ) as well as for free plates (section 5 ) and proved its well-posedness in both cases. Nevertheless, other types of boundary conditions can also be imposed on $\partial \omega$. In this section, we discuss the simple support boundary conditions.

According to [32], the soft simple support boundary conditions of the Bending-Gradient theory set to zero both the moment tensor $\underset{\sim}{\boldsymbol{M}}$ and the transverse displacement $W$. Namely:

$$
\begin{equation*}
\boldsymbol{M}=0, \text { and } W=0, \quad \text { on } \quad \partial \omega . \tag{102}
\end{equation*}
$$

Hence, these boundary conditions are a mixed between the clamped and the free boundary conditions. We can generalize the results established for the displacement formulation in Sect. 5 namely Theorems (1), (2) and (3) to the case of the mixed boundary conditions (102) as follows:

- The space $K C_{m}$ of kinematically compatible generalized displacement fields with mixed boundary conditions is defined as:

$$
K C_{m}=H_{0}^{1}(\omega) \times \boldsymbol{H}(d i v, \omega) .
$$

Note that:

$$
K C_{0} \subset K C_{m} \subset K C .
$$

- The transverse load $p$ is assumed to be in $H^{-1}(\omega)$.
- The space $S C_{m}(p)$ of statically compatible generalized stress fields with mixed boundary conditions is defined as:

$$
S C_{m}(p)=\left\{\underset{\sim}{\boldsymbol{M}} \in \underset{\sim}{\boldsymbol{H}}(\omega), \quad M_{\alpha \beta, \alpha \beta}^{1}+p=0 \text { in the sense of distributions }\right\} .
$$

Note that:

$$
S C_{0}(p) \subset S C_{m}(p) \subset S C(p)
$$

- The compliance tensors $\underset{\sim}{\boldsymbol{d}}$ and $\boldsymbol{h}$ are positive definite in the sense of (44) and (45).
- Theorem (1) holds true if $S C_{m}(\underline{p})$ and $S C_{m}(0)$ are respectively substituted for $S C(p)$ and $S C(0)$ in (47) and (48). The proof is exactly the same.
- Theorem (2) holds true if $K C_{m}$ is substituted for $K C_{0}$ in problem (52). The proof is mainly the same but we need to prove that there exists a constant $C^{\prime}$ such that:

$$
\begin{equation*}
\forall(W, \Phi) \in K C_{m}, \quad\|W, \Phi\|_{K C_{m}} \leq C^{\prime}\|W, \Phi\|_{N} . \tag{103}
\end{equation*}
$$

To this aim, we proceed by contradiction as usual. Suppose that for all $k \in \mathbb{N}$, there exists $\left(W_{k}, \Phi_{k}\right) \in K C_{m}$ such that:

$$
\begin{equation*}
\left\|W_{k}, \Phi_{k}\right\|_{K C_{m}}=1, \quad\left\|W_{k}, \Phi_{k}\right\|_{N} \leq \frac{1}{k} . \tag{104}
\end{equation*}
$$

The expression of $\left\|W_{k}, \Phi_{k}\right\|_{N}$ is given by (59) and (60). From (104), we obtain (88) and (89). According to Lemma 4 and the limit (89), for each $k$, there exists a vector field $\underline{\boldsymbol{r}}_{k}$ of the form (10) such that (90). Then, (91) follows from equations (88) and (90) and, according to Lemma 5 with $W_{k} \in H_{0}^{1}(\omega)$, we obtain the convergences $\underline{\boldsymbol{r}}_{k} \longrightarrow 0$ and $W_{k} \longrightarrow 0$ in $H_{0}^{1}(\omega)$. Hence, $\left(W_{k}, \Phi_{k}\right) \longrightarrow 0$ in $K C_{m}$ which is in contradiction with $\left\|W_{k}, \Phi_{k}\right\|_{K C_{m}}=1$.

- Theorem (3) which states the equivalence between the static and the kinematic approaches for clamped boundary conditions can be easily extended to prove the equivalence of these approaches for the mixed boundary conditions 102).
As mentioned earlier (see Sect. 3.2.4, the sixth order tensor $\boldsymbol{h}$ is positive but not definite on whole $\mathbb{R}$ in the general case. Sections $4 / 6$ were devoted to the well-posedness of the Bending-Gradient problems when $\boldsymbol{h}$ is positive definite. It is time now to extend these results to the general case. Only clamped boundary conditions will be studied to avoid lengthening the paper.


## 7 Formulation of the Bending-Gradient theory in the general case

Since the sixth-order tensor $\underset{\sim}{\boldsymbol{h}}$ is not definite on whole $\underset{\sim}{\mathbb{R}}$ in the general case, Sab and Lebée [32] orthogonally decomposed the vector space $\underset{\sim}{\mathbb{R}}$, endowed with the scalar product ${ }^{T} \boldsymbol{X}: \underline{X}^{\prime}=X_{\alpha \beta \gamma} X_{\alpha \beta \gamma}^{\prime}$, into $\boldsymbol{S}$ and its orthogonal $\mathcal{K}$ :

$$
\underline{R}=\boldsymbol{S} \oplus \mathcal{K},
$$

where $\boldsymbol{S}$ is the image of the sixth-order shear force compliance tensor $\boldsymbol{h}$ :

$$
\mathcal{S}=\{\underset{\sim}{\boldsymbol{h}}: \underset{\sim}{\boldsymbol{X}}, \quad \boldsymbol{X} \in \mathbb{R}\},
$$

and $\mathcal{K}$ denotes its kernel:

$$
\underset{\mathcal{K}}{\boldsymbol{\mathcal { N }}}=\{\underset{\sim}{\boldsymbol{X}} \in \underset{\sim}{\mathbb{R}} \mid \underset{\sim}{\boldsymbol{h}}: \boldsymbol{X}=0\} .
$$

Let ${\underset{\boldsymbol{P}}{ }}_{\boldsymbol{S}}$ and $\boldsymbol{P}^{K}$ denote, respectively, the orthogonal projection operator onto $\boldsymbol{S}$ and $\mathcal{K}$. It can be easily verified that any third-order tensor $\boldsymbol{X}$ can be written as:

$$
\begin{equation*}
\underline{X}=\underline{X}^{S}+\underline{X}^{K} \tag{105}
\end{equation*}
$$

with

$$
\boldsymbol{X}^{S}={\underset{\sim}{\boldsymbol{P}}}^{S}: \underset{\sim}{\boldsymbol{X}} \in \boldsymbol{\mathcal { S }}, \quad \boldsymbol{X}^{K}={\underset{\sim}{\boldsymbol{P}}}^{K}: \underset{\sim}{\boldsymbol{X}} \in \underset{\mathcal{K}}{ }, \quad{ }^{T} \boldsymbol{X}^{S}: \boldsymbol{X}^{K}=0 .
$$

It is useful to notice that we always have:

$$
\begin{equation*}
{ }^{T} \underline{\boldsymbol{X}}: \underset{\boldsymbol{C}}{\boldsymbol{h}}: \underset{\sim}{\boldsymbol{X}}={ }^{T} \boldsymbol{X}^{S}: \underset{\sim}{\boldsymbol{h}}:{\underset{\sim}{\boldsymbol{X}}}^{S} . \tag{106}
\end{equation*}
$$

In other words, the shear force compliance tensor $\boldsymbol{h}$ is definite only on the subspace $\mathcal{S}$.
The subspace $\mathcal{S}$ contains all the spherical third-order tensors of the form (3) as shown by [32]. Hence, we have the following interesting property:

$$
\begin{equation*}
{\underset{\sim}{p}}^{S}: \underset{\sim}{i \boldsymbol{i}}=\underset{\sim}{i}:{\underset{\sim}{p}}^{S}=\underset{\sim}{i} \tag{107}
\end{equation*}
$$

and the dimension of $\boldsymbol{S}$ is at least two. Actually, it is exactly two for homogeneous plates and in this case the Bending-Gradient theory degenerates into the Reissner-Mindlin theory. When $\underset{\sim}{\boldsymbol{h}}$ is definite and therefore invertible, $\boldsymbol{S}$ is equal to $\mathbb{R}$ of dimension six. In this case,
${\underset{\sim}{s}}^{S}$ is the identity operator. So, the dimension of $\mathcal{S}$ is between two and six, depending on the elastic properties of the plate.

In order to take into account the possible non-definiteness of $\boldsymbol{\boldsymbol { h }}$, both generalized rotation tensor $\Phi$ and generalized shear force tensor $\boldsymbol{R}$ are enforced to belong to $\boldsymbol{S}$. The first equilibrium equation states that $\boldsymbol{R}$ is actually the projection of the bending gradient $\boldsymbol{M} \otimes \boldsymbol{\nabla}$ on $\mathcal{S}$. Moreover, using property (107), expressing the fact that $\mathcal{S}$ contains all the spherical third-order of the form (3), shows that $\underset{\sim}{i}!(\underline{\boldsymbol{R}} \otimes \underline{\boldsymbol{\nabla}})=M_{\alpha \beta, \alpha \beta}$ in the general case, and hence the second equilibrium equation remains the same. Finally, since $\boldsymbol{h}$ may be not invertible, $\boldsymbol{H}$ will denote its Moore-Penrose pseudo inverse in the general case. In summary, the BendingGradient problem for clamped plates is to find $W$ and $\Phi \in \boldsymbol{S}$ solution of the following system of equations:

Note that since $\boldsymbol{\Phi}$ is in $\boldsymbol{S}$ and the spherical third-order tensors of the form (3) are also in $\boldsymbol{\mathcal { S }}$, then $\Gamma$ will be also in $S$.

In general, the Bending-Gradient theory cannot be reduced to the Reissner-Mindlin theory. However, it was demonstrated that the Bending-Gradient theory coincides with the Reissner-Mindlin theory if, and only if, the shear force compliance tensor $\boldsymbol{h}$ has the following form:
where ${\underset{\sim}{\boldsymbol{h}}}^{\mathrm{RM}}$ denotes a positive definite second-order tensor called the Reissner-Mindlin shear force compliance tensor. This is exactly the case for homogeneous plates where $\boldsymbol{h}$ is given by:

$$
\underset{\sim}{h}=\frac{6}{5} \underset{\sim}{i} \cdot{\underset{\sim}{c}}^{\gamma} \cdot \underset{\sim}{i}
$$

and $\boldsymbol{S}^{\gamma}=\left(4 S_{\alpha 3 \beta 3}\right)$ denotes the out-of-plane transverse shear compliance tensor.
Indeed, when $\boldsymbol{h}$ is of the above form, then $\boldsymbol{\mathcal { S }}$ coincides with the set of spherical third-order tensors of the form (3). Hence, we have necessarily:

$$
\Phi=\underset{\sim}{\boldsymbol{i}} \cdot \underline{\varphi},
$$

where $\varphi$ is a 2D vector representing rotations,

$$
\boldsymbol{R}={\underset{\sim}{\boldsymbol{P}}}^{S}:(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}})=\frac{2}{3} \underset{\sim}{i} \cdot(\underset{\sim}{\boldsymbol{M}} \cdot \underline{\boldsymbol{\nabla}}),
$$

and all the equations of the Reissner-Mindlin theory are retrieved.
We now define the proper functional spaces in which the stress formulation and the displacement formulation turn out to be well-posed in the general case where $\underset{\sim}{\boldsymbol{h}}$ may not be definite.
7.1 Stress formulation

Let $(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{R})$ be a generalized stress field defined over $\omega$. We recall that the complementary energy $\mathcal{E}^{* \mathrm{BG}}$ and the stress energy density $w^{* \mathrm{BG}}$ are respectively defined by 41) and (42). Assume that the shear force compliance $\underset{\sim}{\boldsymbol{h}}$ is positive. Let $\boldsymbol{\mathcal { S }}$ be its image and ${\underset{\sim}{\boldsymbol{p}}}^{S}$ the orthogonal projection operator on $\mathcal{S}$. Assume that 107) holds true. Then, the set of statically admissible generalized stress fields is defined as follows:

$$
\begin{equation*}
S^{\mathrm{BG}}(p)=\left\{(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}}) \in \boldsymbol{\sim}^{2} \times \boldsymbol{L}^{2} / \quad \underset{\sim}{\boldsymbol{R}}={\underset{\sim}{\boldsymbol{p}}}^{S}:(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}) \text { and } \underset{\sim}{\boldsymbol{i}}:(\underset{\sim}{\boldsymbol{R}} \otimes \underline{\boldsymbol{\nabla}})+p=0\right\}, \tag{109}
\end{equation*}
$$

where the equilibrium equations are in the sense of distributions, i.e., for all $(W, \Phi) \in$ $D(\omega) \times \boldsymbol{D}(\omega):$

$$
\begin{equation*}
\int_{\omega} \boldsymbol{M}:\left(\left({\underset{\sim}{\boldsymbol{p}}}^{S}: \underline{\boldsymbol{\Phi}}\right) \cdot \underline{\boldsymbol{\nabla}}\right)+{ }^{T} \underline{\boldsymbol{R}}:(\underline{\boldsymbol{\Phi}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W)=\int_{\omega} p W . \tag{110}
\end{equation*}
$$

Note that the above definition of $S^{B G}(p)$ coincides with definition (46) of $S C(p)$ if $\underset{\sim}{\boldsymbol{h}}$ is definite and, hence, ${\underset{\sim}{\boldsymbol{P}}}^{S}$ is the identity operator.

The variational formulation of the Bending-Gradient problem consists in minimizing the complementary energy $\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underset{\sim}{\boldsymbol{R}})$ with respect to all $(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}}) \in \operatorname{SC}^{\mathrm{BG}}(p)$ :

$$
\begin{equation*}
\min \left\{\mathcal{E}^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}})=\int_{\omega} w^{* \mathrm{BG}}(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}}), \quad(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}}) \in \operatorname{SC}^{\mathrm{BG}}(p)\right\} . \tag{111}
\end{equation*}
$$

The following theorem states the well-posedness of the above minimization problem. Its proof is very similar to that of Theorem (1).

Theorem 7 Assume that: $p \in H^{-1}(\omega)$, the bending compliance tensor $\underset{\sim}{d}$ is positive definite and the shear force compliance $\underset{\sim}{\boldsymbol{h}}$ is positive. Let $\boldsymbol{\mathcal { S }}$ be the image of $\boldsymbol{\boldsymbol { h }} \boldsymbol{\sim}$ and assume that (107) holds true where ${\underset{\sim}{P}}^{S}$ is the orthogonal projection operator on $\boldsymbol{\mathcal { S }}$. Then, the minimization problem 111] admits a unique solution $\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right) \in \operatorname{SC}^{\mathrm{BG}}(p)$. Moreover, $\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right)$ satisfies the following variational formulation:

$$
\left\{\begin{array}{l}
\text { Find }\left({\underset{\sim}{M}}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right) \in S C^{\mathrm{BG}}(p) \text {, such that: }  \tag{112}\\
\int_{\omega} \underset{\sim}{\boldsymbol{\mu}}: \underset{\sim}{\boldsymbol{d}}:{\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}+{ }^{\boldsymbol{\rho}}: \underset{\sim}{\boldsymbol{h}}:{\underset{\sim}{R}}^{\mathrm{BG}}=0, \quad \forall(\underset{\sim}{\boldsymbol{\mu}}, \underset{\sim}{\boldsymbol{\rho}}) \in \text { C }^{\mathrm{BG}}(0) .
\end{array}\right.
$$

### 7.2 Displacement formulation

Let $(W, \Phi)$ be a generalized displacement field defined over $\omega$. We recall that the potential energy $\mathcal{E}^{\mathrm{BG}}$ and the strain energy density $w^{\mathrm{BG}}$ are respectively defined by 39 and (40). Because $\boldsymbol{h}$ is definite only on $\boldsymbol{S}$, the generalized rotation third-order tensor $\Phi$ must lie in $\underline{\boldsymbol{H}}_{0}(d i v, \omega)$ while satisfying $\boldsymbol{\Phi}\left(x_{1}, x_{2}\right) \in \boldsymbol{S}$ almost everywhere in $\omega$. In other words, $\boldsymbol{P}^{K}: \boldsymbol{\Phi}=0$ where $\boldsymbol{P}^{K}$ is the orthogonal projection operator on the kernel of $\boldsymbol{h}$. We hence introduce the set $\widetilde{\Upsilon} \widehat{\subseteq} \boldsymbol{H}_{0}(d i v, \omega)$ defined by:

$$
\underset{\sim}{\boldsymbol{\sim}}=\left\{\boldsymbol{\Phi} \in \boldsymbol{H}_{0}(d i v, \omega) /{\underset{\sim}{\boldsymbol{p}}}^{K}: \Phi=0\right\} .
$$

$\Upsilon$ is obviously a closed subspace of $\boldsymbol{H}_{0}(d i v, \omega)$ equipped with the norm $\|\bullet\|_{\underline{\boldsymbol{H}}(d i v, \omega)}$. There-


As in section 4.3. $W$ should belong to the Hilbert space $H_{0}^{1}(\omega)$. Always assuming that $p \in H^{-1}(\omega), \mathcal{E}^{\mathrm{BG}}$ introduced in (39) is well-defined for $(W, \Phi) \in H_{0}^{1}(\omega) \times \Upsilon$. We consider the minimization problem :

$$
\begin{equation*}
\min \left\{\mathcal{E}^{\mathrm{BG}}(W, \Phi), \quad(W, \Phi) \in H_{0}^{1}(\omega) \times \underset{\Upsilon}{ }\right\} \tag{113}
\end{equation*}
$$

The following theorem states the well-posedness of the above minimization problem. Its proof is very similar to that of Theorems (2) and Theorem (3).
Theorem 8 Under the assumptions of Theorem (7), the minimization problem (113) is wellposed. Its unique solution is denoted by $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ and satisfies

$$
\begin{equation*}
\left\|W^{\mathrm{BG}}, \underline{\Phi}^{\mathrm{BG}}\right\|_{H_{0}^{1}(\omega) \times \boldsymbol{H}(d i v, \omega)} \leq c\|p\|_{H^{-1}(\omega)}, \tag{114}
\end{equation*}
$$

where $c$ is a strictly positive constant.
Moreover, the associated generalized stresses $(\underset{\sim}{\boldsymbol{M}}, \underline{\boldsymbol{R}})$ obtained from $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ via equations $108 a, b)$ are the unique solutions $\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right)$ of the minimization problem 111.

We have seen in this section that when dealing with the Bending-Gradient problem in the general case, one has to introduce the kinematic constraint ${\underset{S}{X}}^{K}: \Phi=0$ when minimizing the potential energy. Another alternative is to regularize the shear force compliance tensor by adding to it a positive multiple of the identity operator. Indeed, the regularized tensor will be always definite and its inverse will be unambiguously defined. Hence, no need to introduce the kinematic constraint. The question that arises and that will be treated in the following section is the convergence of the regularized solution to the exact solution as the regularizing parameter goes to zero.

## 8 Regularization of the shear force compliance tensor

### 8.1 The regularized problem

Since the sixth-order tensor $\boldsymbol{\boldsymbol { h }}$ is always positive, its definiteness is ensured by adding a positive multiple of the identity. The regularized tensor is denoted by $\underset{\sim}{\boldsymbol{h}} \varepsilon$ and defined by:

$$
\underset{\sim}{\boldsymbol{h}}=\underset{\approx}{\boldsymbol{h}}+\varepsilon \underset{\overparen{C l}}{\boldsymbol{I}},
$$

where $\varepsilon>0$. Clearly, $\underset{\sim}{\boldsymbol{h}}$ is always positive definite. Hence, in virtue of Section 4 , the regularized minimization problem for clamped boundary conditions :

$$
\begin{equation*}
\min \left\{\mathcal{E}_{\varepsilon}^{*}(\underset{\sim}{\boldsymbol{M}}), \quad \boldsymbol{M} \in \operatorname{SC}(p)\right\}, \tag{115}
\end{equation*}
$$

where

$$
\mathcal{E}_{\varepsilon}^{*}(\underset{\sim}{\boldsymbol{M}})=\frac{1}{2} \underset{\sim}{\boldsymbol{M}}: \underset{\sim}{\boldsymbol{d}}: \boldsymbol{\sim}+\frac{1}{2}^{T}(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}):{\underset{\approx}{\boldsymbol{h}}}_{\varepsilon}:(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}),
$$

admits a unique solution $\underset{\sim}{\boldsymbol{M}_{\varepsilon}} \in \operatorname{SC}(p)$. Furthermore, we denote ${\underset{\varepsilon}{\boldsymbol{R}}}^{\boldsymbol{R}}=\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}}$. We know that there exists an unique $\left(W_{\varepsilon}, \Phi_{\varepsilon}\right) \in K C_{0}$ such that:

$$
\begin{equation*}
{\underset{\sim}{M}}_{\varepsilon}=\underset{\sim}{\boldsymbol{D}}:{\underset{\sim}{\chi}}_{\underset{\varepsilon}{\chi}}, \quad{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}={\underset{\sim}{\boldsymbol{H}}}_{\varepsilon}:{\underset{\sim}{\boldsymbol{\Gamma}}}_{\varepsilon}, \quad \underset{\varepsilon}{\chi}={\underset{\sim}{\boldsymbol{\Phi}}}_{\varepsilon} \cdot \underline{\boldsymbol{\nabla}}, \quad{\underset{\sim}{\boldsymbol{\Gamma}}}_{\varepsilon}={\underset{\sim}{\boldsymbol{\Phi}}}_{\varepsilon}+\underset{\sim}{\boldsymbol{i}} \cdot \underset{\boldsymbol{\nabla}}{ } W_{\varepsilon}, \tag{116}
\end{equation*}
$$

where ${\underset{\sim}{\boldsymbol{H}}}_{\boldsymbol{\varepsilon}}$ is the inverse of $\underset{\sim}{\boldsymbol{h}}$.
8.2 Convergence of the regularized solution

The following theorem states the main result of this section:
Theorem 9 Under the assumptions of Theorem (7), there exists a unique solution of the minimization problem (111) denoted by $\left({\underset{\sim}{M}}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right)$. Assume that $\boldsymbol{M}^{\mathrm{BG}}$ belongs to ${\underset{\sim}{\boldsymbol{H}}}^{\mathbf{1}}(\omega)$. Then, $\boldsymbol{M}_{\varepsilon}$, the solution of the regularized problem (115), converges in $\boldsymbol{L}^{2}(\omega)$ to ${\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}$, and $\boldsymbol{R}_{\varepsilon}^{S}$ converges in $\boldsymbol{L}^{2}(\omega)$ to $\boldsymbol{R}^{\text {BG }}$ when $\varepsilon$ tends to zero. Here, $\boldsymbol{R}_{\varepsilon}=\boldsymbol{M}_{\varepsilon} \otimes \underline{\boldsymbol{\nabla}}$ and the notation (105) is used. Moreover, we have the convergence of the energies:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathcal{E}_{\varepsilon}^{*}\left(\boldsymbol{M}_{\varepsilon}\right)=\mathcal{E}^{* \mathrm{BG}}\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right) \tag{117}
\end{equation*}
$$

and that:

In addition, let $\left(W_{\varepsilon}, \Phi_{\varepsilon}\right) \in K C_{0}$ be associated to ${\underset{\sim}{M}}_{\varepsilon}$ through (116). Then, $\left(W_{\varepsilon}, \Phi_{\varepsilon}\right)$ converges in $K C_{0}$ to $\left(W^{\mathrm{BG}}, \Phi^{\mathrm{BG}}\right)$, the solution of the minimization problem (113), when $\varepsilon$ tends to zero.

Proof The hypothesis ${\underset{\sim}{M G}}^{\text {BG }} \underset{\sim}{\boldsymbol{H}}{ }^{1}(\omega)$ guarantees that ${\underset{\sim}{~}}^{\text {BG }}$ is in $\operatorname{SC}(p)$, and hence $\mathcal{E}_{\varepsilon}^{*}(\underset{\sim}{\boldsymbol{M}}) \leq$ $\mathcal{E}_{\mathcal{E}}^{*}\left(\boldsymbol{M}_{\sim}^{\mathrm{BG}}\right)$ which can be written:

$$
\begin{align*}
& \frac{1}{2} \int_{\omega}{\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}: \underset{\sim}{\boldsymbol{d}}:{\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}+^{T} \boldsymbol{R}_{\varepsilon}: \underset{\sim}{\boldsymbol{h}}: \boldsymbol{R}_{\varepsilon}+\varepsilon^{T}{\underset{\varepsilon}{\boldsymbol{R}}}_{\varepsilon}: \boldsymbol{R}_{\varepsilon} \leq \\
& \frac{1}{2} \int_{\omega} \boldsymbol{M}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{d}}:{\underset{\sim}{|c|}}^{\mathrm{BG}}+{ }^{T}\left(\boldsymbol{M}_{\sim}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right): \underset{\sim}{\boldsymbol{h}}:(\underset{\sim}{\boldsymbol{M}} \underset{ }{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}})  \tag{119}\\
& +\varepsilon^{T}\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right):\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right) .
\end{align*}
$$

By (106), we have that:

$$
{ }^{T}{\underset{\varepsilon}{\boldsymbol{R}}}_{\varepsilon}: \underset{\sim}{\boldsymbol{h}}:{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}={ }^{T} \boldsymbol{R}_{\varepsilon}^{S}: \underset{\sim}{\boldsymbol{h}}: \boldsymbol{R}_{\varepsilon}^{S}
$$

and

$$
{ }^{T}\left(\boldsymbol{M}_{\sim}^{\mathrm{BG}} \otimes \boldsymbol{\nabla}\right): \underset{\sim}{\boldsymbol{h}}:\left(\boldsymbol{M}_{\sim}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)={ }^{T}\left({\underset{\sim}{\boldsymbol{p}}}^{S}:\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)\right): \underset{\sim}{\boldsymbol{\boldsymbol { h }}}:\left({\underset{\sim}{\boldsymbol{p}}}^{S}:\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)\right) .
$$

Recalling that:

$$
{\underset{\sim}{\boldsymbol{p}}}^{S}:\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)=\boldsymbol{R}^{\mathrm{BG}},
$$

equation (119) can be written as:

$$
\begin{align*}
& \frac{1}{2} \int_{\omega}{\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}: \underset{\sim}{\boldsymbol{d}}: \underset{\sim}{\boldsymbol{M}}{ }_{\varepsilon}+\underline{\boldsymbol{R}}_{\varepsilon}^{S}: \underset{\sim}{\boldsymbol{h}}:{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}^{S}+\varepsilon^{T}{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}:{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon} \leq \\
& \frac{1}{2} \int_{\omega} \boldsymbol{M}_{\sim}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{d}}:{\underset{\sim}{\boldsymbol{B G}}}^{\mathrm{BG}}+{\underset{\sim}{\boldsymbol{R}}}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{h}}: \boldsymbol{R}^{\mathrm{BG}}  \tag{120}\\
& +\varepsilon^{T}\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right):\left(\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right) .
\end{align*}
$$

Similarly, $\left(\underset{\sim}{\boldsymbol{M}},{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}^{S}\right) \in S C^{\mathrm{BG}}(p)$ yields:

$$
\begin{equation*}
\frac{1}{2} \int_{\omega} \boldsymbol{M}_{\sim}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{d}}: \boldsymbol{M}^{\mathrm{BG}}+{ }^{T} \boldsymbol{R}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{h}}: \boldsymbol{R}^{\mathrm{BG}} \leq \frac{1}{2} \int_{\omega}{\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}: \underset{\sim}{\boldsymbol{d}}: \boldsymbol{M}_{\varepsilon}+{ }^{T} \boldsymbol{R}_{\varepsilon}^{S}: \underset{\sim}{\boldsymbol{h}}: \boldsymbol{R}_{\varepsilon}^{S} \tag{121}
\end{equation*}
$$

Comparing inequalities (120) and 121 leads to the following inequality:

$$
\begin{equation*}
\frac{1}{2} \int_{\omega} \varepsilon^{T}{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}:{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon} \leq \frac{1}{2} \int_{\omega} \varepsilon^{T}\left({\underset{\boldsymbol{M}}{ }}_{\mathrm{BG}}^{\otimes} \underline{\boldsymbol{\nabla}}\right):\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right) \tag{122}
\end{equation*}
$$

Simplifying by $\varepsilon$, we obtain that:

$$
\begin{equation*}
\left\|\underline{\boldsymbol{R}}_{\varepsilon}\right\|_{\boldsymbol{L}^{2}(\omega)} \leq\left\|\boldsymbol{M}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}<C . \tag{123}
\end{equation*}
$$

The above equation implies that:

$$
\begin{equation*}
\frac{1}{2} \int_{\omega} \varepsilon^{T} \boldsymbol{R}_{\varepsilon}: \boldsymbol{R}_{\varepsilon} \underset{\varepsilon \rightarrow 0}{\longrightarrow} 0 \tag{124}
\end{equation*}
$$

Then, taking the lim sup of inequality (120) and the lim inf of inequality 121, as $\epsilon$ goes to zero, results in the convergence of the energies 117) and in:

$$
\begin{equation*}
\frac{1}{2} \int_{\omega}{\underset{\sim}{M G}}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{d}}: \boldsymbol{M}^{\mathrm{BG}}+{ }^{T} \boldsymbol{R}^{\mathrm{BG}}: \underset{\sim}{\boldsymbol{h}}: \boldsymbol{R}^{\mathrm{BG}}=\lim _{\varepsilon \rightarrow 0} \frac{1}{2} \int_{\omega}{\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}: \underset{\sim}{\boldsymbol{d}}:{\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}+{ }^{T}{\underset{\sim}{\boldsymbol{R}}}_{\varepsilon}^{S}: \underset{\sim}{\boldsymbol{h}}:{\underset{\varepsilon}{\boldsymbol{R}}}_{S}^{S} . \tag{125}
\end{equation*}
$$

Because $\left(\boldsymbol{M}^{\mathrm{BG}}, \boldsymbol{R}^{\mathrm{BG}}\right)$ achieves the minimum of the complementary energy (111), we conclude that ${\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}$ converges to ${\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}}$ in ${\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$ and that $\boldsymbol{R}_{\varepsilon}^{S}$ converges to $\boldsymbol{R}^{\mathrm{BG}}$ in $\boldsymbol{L}^{2}(\omega)$.

Finally, using the orthogonal decomposition (105), equation (123) can be written as:

$$
\begin{equation*}
\left\|\underline{\boldsymbol{R}}_{\varepsilon}^{S}\right\|_{\underline{L}^{2}(\omega)}^{2}+\left\|{\underset{\sim}{\boldsymbol{R}}}_{\boldsymbol{\varepsilon}}^{K}\right\|_{\boldsymbol{L}^{2}(\omega)}^{2} \leq\left\|{\underset{\sim}{\boldsymbol{P}}}^{S}:\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)\right\|_{\underline{L}^{2}(\omega)}^{2}+\left\|{\underset{\sim}{\boldsymbol{P}}}^{K}:\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)\right\|_{\underline{\underline{L}}^{2}(\omega)}^{2} . \tag{126}
\end{equation*}
$$

As

$$
\lim _{\varepsilon \rightarrow 0}\left\|\underline{\boldsymbol{R}}_{\boldsymbol{\varepsilon}}^{S}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}=\left\|\underline{\boldsymbol{R}}^{\mathrm{BG}}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}=\left\|{\underset{\sim}{\boldsymbol{P}}}^{S}:\left({\underset{\sim}{\boldsymbol{M}}}^{\mathrm{BG}} \otimes \underline{\boldsymbol{\nabla}}\right)\right\|_{\boldsymbol{L}^{2}(\omega)},
$$

then, we obtain 118 .
Now, according to Lemma 6 , the convergence of $\left(W_{\varepsilon}, \Phi_{\varepsilon}\right)$ to $\left(W^{\mathrm{BG}}, \boldsymbol{\Phi}^{\mathrm{BG}}\right)$ in $K C_{0}$ is equivalent to:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}{\underset{\sim}{\chi}}_{\varepsilon}={\underset{\sim}{\chi}}^{\mathrm{BG}}, \lim _{\varepsilon \rightarrow 0}{\underset{\Sigma}{\varepsilon}}^{\boldsymbol{\Gamma}_{\varepsilon}^{\mathrm{BG}}} \tag{127}
\end{equation*}
$$

where the limits are, respectively, in $\boldsymbol{L}^{2}(\omega)$ and $\boldsymbol{L}^{2}(\omega)$, and ${\underset{\sim}{\chi}}^{\mathrm{BG}}$ and $\boldsymbol{\Gamma}^{\mathrm{BG}}$ are given by:

$$
\begin{equation*}
{\underset{\sim}{\chi}}^{\mathrm{BG}}=\boldsymbol{\Phi}^{\mathrm{BG}} \cdot \underline{\boldsymbol{\nabla}}, \quad \boldsymbol{\Gamma}^{\mathrm{BG}}=\boldsymbol{\Phi}^{\mathrm{BG}}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\mathrm{BG}} . \tag{128}
\end{equation*}
$$

The first limit in (127) follows from the convergence $\boldsymbol{M}_{\varepsilon}=\underset{\sim}{\boldsymbol{D}}: \underset{\sim}{\boldsymbol{\chi}} \underset{\varepsilon}{\text { to }} \underset{\sim}{\boldsymbol{M}^{\mathrm{BG}}}=\underset{\sim}{\boldsymbol{D}}:{\underset{\sim}{x}}^{\boldsymbol{\chi}}$. It remains to prove the second limit. We will use the following properties of $\boldsymbol{H}_{\varepsilon}$ which can be easily established by performing the singular value decomposition of $\underset{\sim}{h}$ and $\underset{\sim}{\boldsymbol{H}}$ :

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \underset{\sim}{\boldsymbol{h}}: \underset{\sim}{\boldsymbol{H}}={\underset{\sim}{\boldsymbol{P}}}^{S}, \quad{ }^{T} \boldsymbol{X}:{\underset{\sim}{\boldsymbol{H}}}_{\varepsilon}: \underset{\sim}{\boldsymbol{X}} \geq \varepsilon^{-1} \underline{\boldsymbol{X}}^{K}:{\underset{\boldsymbol{X}}{ }}_{K}, \forall \underset{\sim}{\boldsymbol{X}} . \tag{129}
\end{equation*}
$$

From the convergence of $\boldsymbol{R}_{\varepsilon}^{S}$ to $\boldsymbol{R}^{\mathrm{BG}}$, we have:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \underset{\sim}{\boldsymbol{h}}:\left(\underline{\boldsymbol{R}}_{\varepsilon}^{S}-\underline{\boldsymbol{R}}^{\mathrm{BG}}\right)=\lim _{\varepsilon \rightarrow 0} \underset{\sim}{\boldsymbol{h}}: \underset{\varepsilon}{\boldsymbol{H}}: \boldsymbol{\Gamma}_{\varepsilon}-\boldsymbol{\Gamma}^{\mathrm{BG}}=\lim _{\varepsilon \rightarrow 0} \boldsymbol{\Gamma}_{\varepsilon}^{S}-\boldsymbol{\Gamma}^{\mathrm{BG}}=0, \tag{130}
\end{equation*}
$$

where the limits are in $\boldsymbol{L}^{2}(\omega)$-norm. To end the proof, we notice that:
and hence,

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}^{*}\left({\underset{\sim}{\boldsymbol{M}}}_{\varepsilon}\right) \geq \frac{1}{2} \int_{\omega} \varepsilon^{-1^{T}} \boldsymbol{\Gamma}_{\varepsilon}^{K}: \boldsymbol{\Gamma}_{\varepsilon}^{K} . \tag{132}
\end{equation*}
$$

Then, using convergence (117) and the above inequality, we obtain the convergence to zero of $\boldsymbol{\Gamma}_{\varepsilon}^{K}$ in $\underline{\boldsymbol{L}}^{2}(\omega)$, and finally the second convergence in 127).

## 9 Conclusion

In this paper, a detailed mathematical justification for the recent theory of the BendingGradient elasticity was provided. Using variational methods, a series of existence and uniqueness theorems were formulated and proved. Since the shear force compliance tensor is not always definite, our study was divided into two parts. In the first part, we considered the particular case where the sixth-order tensor is positive definite. In this context, we defined the functional spaces to which the variables of the Bending-Gradient theory belong. Thereafter, using results established by [33], we rigorously proved that the stress and displacement minimization problems are well-posed when the plate under consideration is clamped or free. A brief discussion was then conducted concerning the simple support boundary conditions.

The second part of the paper was devoted to the extension of our findings to the general case. Some additional considerations had to be made when choosing the functional spaces. We investigated only the case of a clamped plate. The main conclusion is the existence and uniqueness of the solution to the Bending-Gradient problem.

An important point is that, in general, the Bending-Gradient theory cannot be reduced to a Reissner-Mindlin theory. However, when the plate is homogeneous, the Bending-Gradient theory corresponds to a Reissner-Mindlin theory. This case falls in the situations where the generalized shear force stiffness is not definite and was covered in Section 7

It is worthwhile to point out that adding a positive multiple of the identity operator to the shear force compliance tensor renders it definite. Indeed, in this case, the regularized problem admits a unique solution. Our main concern was to prove that the regularized solution converges to the exact solution of the Bending-Gradient in the general case. We managed to establish this fundamental result by assuming that the gradient of the exact solution to the Bending-Gradient stress problem is a square integrable function.

## Appendix

In the sequel we use the symbol " c " to denote a generic positive constant. In other words, the constant c takes different values at successive occurrences, even in the same equation.

## A. 1

We denote by $\|\bullet\|_{S C(0)}$ the norm associated with the scalar product $\langle\bullet, \bullet\rangle_{S C(0)}$. Let ${\underset{\sim}{\mu}}_{\boldsymbol{\mu}} \in S C(0), n \in \mathbb{N}$ be a Cauchy sequence in the norm $\|\bullet\|_{S C(0)}$. Then, $\left({\underset{\sim}{\boldsymbol{\mu}}}_{n}\right)$ is a Cauchy sequence in ${\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$ and $(\underset{\sim}{\boldsymbol{\mu}} \underset{n}{ } \otimes \underline{\boldsymbol{\nabla}})$ is a Cauchy sequence in ${\underset{\sim}{L}}^{2}(\omega)$. Therefore, there exists $\underset{\sim}{\boldsymbol{\mu}} \in{\underset{\sim}{L}}^{2}(\omega)$ and $\underset{\sim}{\boldsymbol{R}} \in{\underset{\sim}{L}}^{2}(\omega)$ such that ${\underset{\sim}{\mu}}_{n}^{\boldsymbol{\mu}}$ and $\underset{\sim}{\boldsymbol{\mu}} \underset{n}{\boldsymbol{\mu}} \otimes \underline{\boldsymbol{\nabla}}$ converge to $\underset{\sim}{\boldsymbol{\mu}}$ in ${\underset{\sim}{\boldsymbol{L}}}^{2}(\omega)$ and to $\underset{\sim}{\boldsymbol{R}}$ in $\underline{\boldsymbol{L}}^{2}(\omega)$, respectively. We thus have that $\underset{\sim}{\boldsymbol{\mu}}{ }_{n}$ converges to $\underset{\sim}{\boldsymbol{\mu}}$ in $\underset{\sim}{\boldsymbol{\boldsymbol { D } ^ { \prime }}}(\omega)$. Consequently, ${\underset{\sim}{\boldsymbol{\mu}}}_{n} \otimes \underline{\boldsymbol{\nabla}}$ converges to $\underset{\sim}{\boldsymbol{\mu}} \otimes \underline{\boldsymbol{\nabla}}$ in ${\underset{\boldsymbol{D}}{ }}_{\prime}(\omega)$. Since ${\underset{\sim}{\boldsymbol{\mu}}}_{\boldsymbol{n}} \otimes \underline{\boldsymbol{\nabla}}$ also converges to $\underset{\boldsymbol{R}}{ }$ in ${\underset{\boldsymbol{D}}{ }}_{\prime}(\omega)$, then we have that $\underset{\sim}{\boldsymbol{R}}=\underset{\sim}{\boldsymbol{\mu}} \otimes \underline{\boldsymbol{\nabla}}$. This proves that $\underset{\sim}{\boldsymbol{\mu}}$ is in ${\underset{\sim}{\boldsymbol{H}}}^{1}(\omega)$. We are left with proving that $\underset{\sim}{\boldsymbol{i}} \vdots((\underset{\sim}{\boldsymbol{\mu}} \otimes \underset{\boldsymbol{\nabla}}{\boldsymbol{\nabla}}) \otimes \underline{\boldsymbol{\nabla}})=0$. As the gradient operator is continuous, then $\left({\underset{\sim}{\boldsymbol{\mu}}}_{n} \otimes \underline{\boldsymbol{\nabla}}\right) \otimes \underline{\boldsymbol{\nabla}}$ converges to $(\underset{\sim}{\boldsymbol{\mu}} \otimes \underline{\boldsymbol{\nabla}}) \otimes \underline{\boldsymbol{\nabla}}$ in the sense of distributions. We also have that $\underset{\sim}{\boldsymbol{\mu}} \underset{\boldsymbol{n}}{ } \in S C(0)$. Therefore, $\underset{\sim}{\boldsymbol{i}} \vdots((\underset{\sim}{\boldsymbol{\mu}} \otimes \underset{\boldsymbol{\nabla}}{)}) \otimes \boldsymbol{\nabla})=0$. We have proved that $S C(0)$ equipped with the scalar product $\langle\bullet, \bullet\rangle_{S C(0)}$ is hence a Hilbert space.
A. 2

Let $\left(\underset{\sim}{\boldsymbol{M}}, \boldsymbol{M}^{\prime}\right)$ be in $\boldsymbol{H}^{1}(\omega) \times \boldsymbol{H}^{1}(\omega)$. Then, using properties (44) and (45) and the Cauchy-Schwarz inequality, we have that:

$$
\begin{aligned}
& \left|a_{S}\left(\underline{\boldsymbol{M}}, \boldsymbol{M}^{\prime}\right)\right| \leq c\left(\left|\int_{\omega} \boldsymbol{M}^{\prime}: \boldsymbol{M}\right|+\left|\int_{\omega}{ }^{T}\left(\boldsymbol{M}^{\prime} \otimes \underline{\boldsymbol{\nabla}}\right):(\underset{\sim}{\boldsymbol{M}} \otimes \underline{\boldsymbol{\nabla}})\right|\right) \\
& \leq c\left(\left\|\boldsymbol{M}^{\prime}\right\|_{\boldsymbol{L}^{2}(\omega)}\|\boldsymbol{M}\|_{\boldsymbol{L}^{2}(\omega)}+\left\|\boldsymbol{M}_{\sim}{ }^{\prime} \otimes \underline{\boldsymbol{V}}\right\|_{\boldsymbol{L}^{2}(\omega)}\|\boldsymbol{M} \otimes \underline{\boldsymbol{V}}\|_{\boldsymbol{L}^{2}(\omega)}\right) \\
& \leq c\left(\left\|\boldsymbol{M}_{\sim}^{\prime}\right\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\left\|\boldsymbol{M}^{\prime} \otimes \boldsymbol{\nabla}\right\|_{\boldsymbol{L}^{2}(\omega)}^{2}\right)^{1 / 2}\left(\|\boldsymbol{M}\|_{\boldsymbol{L}^{2}(\omega)}^{2}+\|\boldsymbol{M} \otimes \boldsymbol{\nabla}\|_{\boldsymbol{L}^{2}(\omega)}^{2}\right)^{1 / 2} \\
& \leq c\left\|\boldsymbol{M}^{\prime}\right\|_{\mathbf{H}^{1}(\omega)}\|\boldsymbol{M}\|_{\boldsymbol{H}^{1}(\omega)} .
\end{aligned}
$$

We thus have proved that the bilinear form $a_{S}$ is continuous on $S C(0)$ and the linear map $\underset{\sim}{\boldsymbol{\mu}} \longrightarrow a_{S}(\underset{\sim}{\boldsymbol{P}}, \underset{\sim}{\boldsymbol{\mu}})$ is also continuous on $S C(0)$.

## A. 3

We have:

$$
\begin{aligned}
|b(W, \Phi)| & =\left|\int_{\omega} p W\right| \\
& \leq\|p\|_{H^{-1}(\omega)}\|W\|_{H_{0}^{1}(\omega)} \\
& \leq\|p\|_{H^{-1}(\omega)}\|W, \Phi\|_{K C_{0}} .
\end{aligned}
$$

Consequently, the linear form $b$ is continuous on $K C_{0}$.

## A. 4

Using properties 44 and (45) then the Cauchy-Schwarz inequality leads to :

$$
\begin{aligned}
& \left|a\left((W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)\right)\right| \leq\left|\int_{\omega}(\Phi \cdot \underline{\boldsymbol{\nabla}}): \underset{\sim}{\boldsymbol{D}}:\left(\underline{\Phi^{\prime}} \cdot \underline{\boldsymbol{\nabla}}\right)\right|+\left|\int_{\omega}^{T}(\Phi+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W): \underset{\widetilde{\boldsymbol{H}}}{\boldsymbol{H}}:\left(\underline{\Phi}^{\prime}+\underset{\widetilde{\boldsymbol{i}}}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\prime}\right)\right| \\
& \leq c\left(\left|\int_{\omega}(\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}}):\left(\underline{\Phi^{\prime}} \cdot \underline{\boldsymbol{\nabla}}\right)\right|+\mid \int_{\omega}^{T}(\underline{\Phi}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W):\left(\underline{\left.\left.\Phi^{\prime}+\underset{\sim}{\boldsymbol{i}} \cdot \underline{\nabla} W^{\prime}\right) \mid\right)}\right.\right. \\
& \leq c\left(\|\underline{\Phi} \cdot \underline{\boldsymbol{\nabla}}\|_{\underline{\underline{L}}^{2}(\omega)}\left\|\underline{\Phi}^{\prime} \cdot \boldsymbol{\nabla}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}+\|\underline{\Phi}+\underset{\boldsymbol{i}}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W\|_{\underline{\underline{L}}^{2}(\omega)}\left\|\Phi^{\prime}+\underset{\boldsymbol{i}}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W^{\prime}\right\|_{\underline{\boldsymbol{L}}^{2}(\omega)}\right) .
\end{aligned}
$$

Since $\|\underset{\sim}{\boldsymbol{i}} \cdot \underline{\boldsymbol{\nabla}} W\|_{\underline{\boldsymbol{L}}^{2}(\omega)}^{2}=\frac{3}{2}\|\underline{\nabla} W\|_{\underline{\underline{L}}^{2}(\omega)}^{2}$, using the Poincaré inequality yields:

$$
\left|a\left((W, \Phi),\left(W^{\prime}, \Phi^{\prime}\right)\right)\right| \leq c\|W, \Phi\|_{K C_{0}}\left\|W^{\prime}, \Phi^{\prime}\right\|_{K C_{0}} .
$$

This ends the proof.
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[^1]:    ${ }^{1}$ Whereas the spherical and deviatoric part of a second rank tensor is conventional, this denomination is understood here for the two last indices of a third rank tensor.

