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Impacts of natural disasters on a dynamic economy

Andreas Groth,1,2 Patrice Dumas,3,1 Michael Ghil,1,2,4 and Stéphane Hallegatte3,5

Abstract. This paper presents a modeling framework for macroeconomic growth dy-
namics; it is motivated by recent attempts to formulate and study “integrated models”
of the coupling between natural and socio-economic phenomena. The challenge is to de-
scribe the interfaces between human activities and the functioning of the earth system.
We examine the way that this interface works in the presence of endogenous business
cycle dynamics, based on a non-equilibrium dynamic model. Recent findings about the
macroeconomic response to natural disasters in such a nonequilibrium setting have shown
a more severe response to natural disasters during expansions than during recessions.
These findings raise questions about the assessment of climate change damages or nat-
ural disaster losses that are based purely on long-term growth models. In order to com-
pare the theoretical findings with observational data, we analyze cyclic behavior in the
U.S. economy, based on multivariate singular spectrum analysis. We analyze a total of
nine aggregate indicators in a 52-year interval (1954–2005) and demonstrate that the be-
havior of the U.S. economy changes significantly between intervals of growth and reces-
sion, with higher volatility during expansions.

KEYWORDS – Business cycle; Macroeconomic dynamics; Multivariate singular spec-
trum analysis; Nonequilibrium modeling; Nonlinear fluctuation dissipation; Vulnerabil-
ity paradox

1. Introduction

The Fourth Assessment Report (AR4) of the Intergov-
ernmental Panel on Climate Change (IPCC) [IPCC , 2007]
provides further evidence for global warming and for the
significant contribution of anthropogenic greenhouse gases
(GHGs) to this warming. Substantial uncertainties remain,
however, regarding the degree of warming, and the part of
natural variability in it. Even more controversial are the
socio-economic consequences of climate change, as well as
the costs of reducing GHG emissions and of adapting to a
changing climate.

There are numerous difficulties in trying to study the
coupled behavior of the socio-economic system and the cli-
mate system, each of which is highly complex and nonlinear,
and possess variability on a wide range of time and space
scales. The assessment of interactions between the two sys-
tems posed a difficult organizational problem to the IPCC:
socio-economical scientists develop so-called “emission sce-
narios” that are passed on to the natural scientists, in order
to simulate climate change according to them and to de-
rive the future range of temperature increases. The results
of these future-climate simulations are then used in impact
and adaptation studies to evaluate the associated damages.

Since no real feedbacks are taken into consideration in
this exchange-of-information process, the IPCC requested
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the preparation of a new set of scenarios to facilitate future
assessments of climate change. The introduction of Rep-
resentative Concentration Pathways (RCPs) [Moss et al.,
2010] into the next Assessment Report (AR5) aims to im-
prove the exchange of information among natural and social
scientists. Although these RCPs expedite climate modeling
in parallel with the development of socio-economic and emis-
sion scenarios, the problems due to a lack of real feedbacks
between the two systems — and to real communication be-
tween the research communities that study each of them
separately [Wittgenstein, 2001; Hillerbrand and Ghil , 2008]
— persist. There are several truly coupled “integrated as-
sessment models” [e.g., Ambrosi et al., 2003; Nordhaus and
Boyer , 1998; Stern, 2006], but they disregard variability and
represent both climate and the economy as a succession of
equilibrium states without endogenous dynamics.

The detailed dynamic modeling of the two systems is,
however, still out of reach, as our understanding of the com-
plex dynamics of either system, as well as of their coupling,
is rather incomplete. For this reason, we advocate an ap-
proach based on a hierarchy of models, from simple, concep-
tual “toy models” all the way to complex detailed models.
This approach has become fairly widespread in climate dy-
namics [Ghil , 2001; Ghil et al., 2008a] and it allows us to
give proper weight to the understanding of the underlying
mechanisms given by the simpler models, on the one hand,
and to the realism of the more detailed models, on the other.
In modeling physico-chemical, ecological, or socio-economic
processes, this means starting with toy models and climb-
ing up the modeling ladder, rung by rung, towards more
complex models, while always comparing the results with
increasingly detailed observational data.

The work presented here describes, on the level of simple
and highly idealized models, the impact of extreme climatic
events on a non-equilibrium dynamic model (NEDyM) of the
economy. After a brief description of the economic model
and of its business cycles in the next section, we consider in
Section 3 the impact of natural disasters on this model’s dy-
namical behavior, and present some recent results concern-
ing a “vulnerability paradox” that arises from the presence
of cyclic behavior, namely the greater impact of external

1



X - 2 GROTH ET AL.: IMPACTS OF NATURAL DISASTERS ON A DYNAMIC ECONOMY

shocks on a given, out-of-equilibrium economy during ex-
pansions rather than during recessions.

This paradox suggests that a non-equilibrium version of
fluctuation-dissipation theory (FDT) might be at work in
such an idealized economy that possesses endogenous busi-
ness cycles (EnBCs). Motivated by this conjecture and
by the desire to validate the presence of EnBCs in real
economies, we address in Section 4 the problem of extract-
ing relevant information about business cycles from obser-
vational data. Singular spectrum analysis (SSA) is used on
52 years of U.S. economic indicators and the results appear
to support the theoretical findings of phase-dependent vul-
nerability patterns. Finally, we conclude in Section 5 with
a summary of results and an outlook on ongoing and future
research.

2. Business cycle dynamics

Ups and downs in prices and in economic activity have
been discussed at least as far back as the seminal work of
Smith [1776] and Ricardo [1810]. Beside a long-term up-
ward drift, macroeconomic time series exhibit short-term
fluctuations (Fig. 1). There is a long history of attempts
to study the characteristics and stylized facts of these fluc-
tuations [Burns and Mitchell , 1946; Kydland and Prescott ,
1998]. To this day, the cyclical characteristics of economic
behavior, referred to as business cycles, are explained by two
main approaches that we briefly review in the following.

2.1. Real business cycles (RBCs)

The dominant approach today is known as real business
cycle (RBC) theory and is implemented within stochastic-
dynamic models called general equilibrium models; in this
context, “real” refers to the nature of the goods involved,
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Figure 1. (a) Development of the real gross domestic
product (GDP) in the U.S. (heavy curve) and a fitted
trend (light curve). (b) Deviations of the GDP from the
trend. The trend has been fitted using the Hodrick and
Prescott [1997] filter with the parameter value λ = 1600.

to distinguish them from monetary and financial aspects of
the economy. RBC theory originated in the work of Slut-
sky [1927] and Frisch [1933], while Kydland and Prescott
[1982] embedded this theory into the framework of general
equilibrium modeling with rational expectations.

In RBC theory, it is assumed that economic fluctuations
arise exclusively from exogenous shocks and that the eco-
nomic system is otherwise stable, i.e. that the fluctuations
induced by the shocks will be damped to equilibrium. It
follows that the system is entirely self-regulating and that
there is no point in intervening in it.

2.2. Endogenous business cycles (EnBCs)

The second approach is known as endogenous business cy-
cle (EnBC) theory: it proposes that economic fluctuations
are due to intrinsic processes that endogenously destabi-
lize the economic system [e.g., Kalecki , 1937; Harrod , 1939;
Kaldor , 1940; Samuelson, 1939; Hicks, 1950; Goodwin, 1967;
Day , 1982; Grandmont , 1985; Chiarella et al., 2005]. These
intrinsic processes may involve various instabilities and non-
linear feedbacks within the economic system itself. It fol-
lows that socio-political intervention might help control the
mean, period or other features of the cycles.

Both theories have their successes and shortcomings, but
it is RBC theory that garners consensus in the current eco-
nomic literature.

The interplay between natural and economic variability
depends to a considerable extent on the underlying economic
mechanisms; therefore, overcoming the controversy between
the EnBC and RBC theories could facilitate the study of
interactions between the climatic and the economic system.

Exogenous shocks in real goods clearly play an important
role in business cycles; e.g., the strong economic expansion
of the late 1990s was obviously driven by the rapid develop-
ment of new technologies. Increasing interest in RBC mod-
els since the work of Kydland and Prescott [1982] has led
to good matches between multi-variable, detailed versions
of such models and actual historical data, which have been
compiled and become widely available during this time in-
terval [e.g., King and Rebelo, 2000].

Endogenous fluctuations, however, have their part in gen-
erating and shaping the cycles, too. Even within the neo-
classical tradition, with perfect markets and rational expec-
tations, Day [1982], Grandmont [1985], Gale [1973], and
Benhabib and Nishimura [1979] proposed models in which
endogenous fluctuations arise from savings behavior, wealth
effects and interest-rate movement, or from interactions be-
tween overlapping generations and between different sectors.
Leading practitioners, like G. Soros, even blame the equilib-
rium paradigm for its role in helping bring about the cur-
rent economic and financial crisis: “The currently prevailing
paradigm, namely that financial markets tend towards equi-
librium, is both false and misleading; our current troubles
can be largely attributed to the fact that the international
financial system has been developed on the basis of that
paradigm” [Soros, 2008].

Market frictions, imperfect rationality in expectations or
aggregation biases can give rise to strongly destabilizing pro-
cesses within the economic system. Numerous authors have
proposed accounting for such processes and noted their im-
portance. Harrod [1939] stated that the economy was unsta-
ble because of the absence of an adjustment mechanism be-
tween population growth and labor demand, although Solow
[1956] suggested later that such a mechanism was provided
by the producer’s choice of the labor-vs.-capital intensity.

Kalecki [1937] and Samuelson [1939] proposed simple
business cycle models based on a Keynesian accelerator-
multiplier effect and on delayed investing. Later on, Kaldor
[1940], Hicks [1950] and Goodwin [1951, 1967] developed
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business cycle models in which the destabilizing process was
still the Keynesian accelerator-multiplier, while the stabi-
lizing processes were financial constraints, distribution of
income or the role of the reserve army of labor. In Hahn
and Solow [1995, Chapter 6], fluctuations can arise from an
imperfect goods market, from frictions in the labor market,
and from the interplay of irreversible investment and mo-
nopolistic competition.

EnBC theory was studied quite actively in the middle
of the 20th century but much less so over the last quarter
century or so. This fall from favor was due a shift toward
rational expectations, i.e. the assumption that all economic
agents use all the available information, know perfectly the
economic system, and anticipate as well as possible future
economic variables [Sargent , 1971, 1973; Lucas, 1972, 1973].
In other terms, agents’ predictions of the future value of all
variables are not systematically biased, and all errors are
random.

Still, Hillinger [1992], Jarsulic [1993], Flaschel et al.
[1997], Nikaido [1996], Chiarella and Flaschel [2000],
Chiarella et al. [2005] and Hallegatte et al. [2008], among
many others, have recently proposed EnBC models and fur-
ther investigated their properties. The business cycles in
these models arise from nonlinear relationships between eco-
nomic aggregates and are consistent with certain realistic
features of actual business cycles.

Due to the relatively limited recent interest in EnBC
models, less progress has been made so far in matching their
results to the historical data. Even so, Chiarella et al. [2006]
showed that their model is able to reproduce historical series
when utilization data are taken as input. It is not surpris-
ing, moreover, that EnBC models with only a few state vari-
ables — typically less than a few dozen — were unable to
reproduce the details of historical information that involves
processes lying explicitly outside the scope of an economic
model (e.g., geopolitical events).

2.3. EnBCs in a non-equilibrium model

The non-equilibrium dynamical model (NEDyM) of Hal-
legatte et al. [2008] is a neoclassical model with myopic ex-
pectations. Key features of the model are the adjustment
delays that have been introduced into the clearing mecha-
nisms of the labor and goods markets, as well as into the
investment response to profitability signals. It is a highly
idealized model that represents an economy with one pro-
ducer, one consumer, and one type of goods that is used
both to consume and invest.

NEDyM is based on the Solow [1956] model, in which all
equilibrium constraints are replaced by dynamic relation-
ships that involve adjustment delays. The model has eight
state variables — which include production, capital, number
of workers employed, wages and prices — and the evolution
of these variables is modeled by a set of ordinary differential
equations. In Appendix A, we give a brief summary of the
model equations; for a more detailed explanation, see Hal-
legatte et al. [2008].

NEDyM’s main control parameter is the investment flex-
ibility αinv, which measures the adjustment speed of invest-
ments in response to profitability signals. This parameter
describes how rapidly investment can react to a profitabil-
ity signal: if αinv is very small, investment decreases very
slowly when profits are small; if αinv is very large, invest-
ment soars when profits are high and collapses when profits
are small. Introducing this parameter is equivalent to allo-
cating an investment adjustment cost, as proposed by Kyd-
land and Prescott [1982] and Kimball [1995], among others;
these authors found that introducing adjustment costs and
delays helps enormously in matching key features of macroe-
conomic models to the data.

0.6 1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Γ
inv

α
inv

Figure 2. Bifurcation diagram of NEDyM, with the
investment parameter αinv on the abscissa and the in-
vestment ratio Γinv on the ordinate. The model has a
unique, stable equilibrium for low values of αinv, and the
diagram shows the corresponding value of Γinv: small ‘x’
symbols indicate, first the stable equilibrium and then the
minima and maxima of the trajectory, and small dots the
Poincaré intersections at H = 0, when the goods inven-
tory H vanishes. With increasing αinv, a Hopf bifurcation
at αinv ' 1.39 leads to a limit cycle, while a transition to
chaos occurs at αinv ' 3.8.

In NEDyM, investment flexibility has a major influence
on economic dynamics. For small αinv, i.e. slow adjust-
ment, the model has a stable equilibrium, which has been
calibrated to the economic state of the European Union (EU-
15) in 2001 [Eurostat , 2002]. As the adjustment flexibility
increases, this equilibrium loses its stability and undergoes
a Hopf bifurcation, after which the model exhibits a stable
periodic solution [Hallegatte et al., 2008].

Business cycles in NEDyM originate from the instability
of the profit-investment relationship, which is quite similar
to the Keynesian accelerator-multiplier effect. Furthermore,
the cycles are constrained and limited in amplitude by the
interplay of three processes: (i) A reserve army of labor
effect, namely the increase of labor costs when the employ-
ment rate is high; (ii) the inertia of production capacity; and
(iii) the consequent inflation in goods prices when demand
increases too rapidly.

The model’s bifurcation diagram is shown in Fig. 2,
where the values of the other parameters are given in Table 3
of Hallegatte et al. [2008]. For somewhat greater investment
flexibility, the model exhibits chaotic behavior, because a
new constraint intervenes, namely limited investment capac-
ity. In this chaotic regime, the cycles become quite irregular,
with sharper recessions and recoveries of variable duration.

In the present paper, we concentrate, for the sake of sim-
plicity, on model behavior in the purely periodic regime, i.e.
we have regular EnBCs, but no chaos. Such periodic behav-
ior is illustrated in Fig. 3.

The NEDyM business cycle is consistent with many styl-
ized facts described in the macroeconomic literature, such
as the phasing, or co-movements of the distinct economic
variables along the cycle. The model also reproduces the
observed asymmetry of the cycle, with the recession phase
much shorter than the expansion phase. This typical saw-
tooth shape of business cycle is not well captured by RBC
models, whose linear, auto-regressive character gives intrin-
sically symmetric behavior around the equilibrium. The am-
plitude of the price-wage oscillation, however, is too large in
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NEDyM, calling for a better calibration of the parameters
and further refinements of the model.

In the setting of the recent economic and financial cri-
sis, the banks’ and other financial institutions’ large losses
have clearly reduced access to credit; this reduction obvi-
ously affects very strongly investment flexibility. The EnBC
model considered herein can thus help explain how such a
change in αinv can seriously perturb the behavior of the
entire economic system, by either increasing or decreasing
the variability in macroeconomic variables. Moreover, these
losses also lead to a reduction in aggregated demand; this,
in turn, can lead to a reduction in economic production and
a full-scale recession. While the latter processes are cap-
tured by NEDyM, detailed predictions are way beyond the
province of such a toy model, and would require, in particu-
lar, the “tuning” of its parameters to actual economic data,
as currently done for RBC models.

3. Natural disasters in a dynamic economy

The dynamics of reconstruction are a major concern when
considering the socio-economic consequences of natural dis-
asters. Aside from the immediate damage caused by such
a disaster, it is the length and other characteristics of the
reconstruction period that will determine the disaster’s full
cost. Reconstruction may lead to an increase in productiv-
ity, by allowing for technical changes to be embedded into
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Figure 3. Limit cycle behavior of NEDyM for an invest-
ment flexibility of αinv = 2.5; all other parameter values
as in Table 3 of Hallegatte et al. [2008].

the reconstructed capital; technical changes could also sus-
tain the demand and help economic recovery. At the same
time, economic productivity may be reduced during recon-
struction because some vital sectors are not functional, and
reconstruction investments crowd out investment into new
production capacity.

In this section, we briefly review recent findings on re-
construction costs using NEDyM [Hallegatte and Ghil , 2008]
and show that it is especially the transition from equilibrium
to non-equilibrium behavior that changes and complicates
the response to exogenous shocks and the dynamics of re-
construction. This is a critical question in the assessment of
natural disasters, since Benson and Clay [2004], among oth-
ers, have suggested that the overall cost of a natural disaster
might depend on the preexisting economic situation. As an
example, the Marmara earthquake in 1999 caused destruc-
tions that amounted to 1.5–3 % of Turkey’s GDP; its cost in
terms of production loss, however, is believed to have been
kept at a relatively low level by the fact that the country
was experiencing a strong recession of −7 % of GDP in the
year before the disaster [Bank , 1999].

Even as simple a model as NEDyM shows that the long-
term effects of a sequence of extreme events depend upon the
behavior of the economy: an economy that is in stable equi-
librium and has only very little flexibility or none (αinv = 0,
cf. Fig. 2) is more vulnerable than a more flexible economy,
albeit still at or near equilibrium (e.g., αinv = 1.0). Clearly,
if investment flexibility is null or very low, the economy is
incapable of responding to the natural disasters through in-
vestment increases aimed at reconstruction; total produc-
tion losses, therefore, are quite large. Such an economy be-
haves according to a pure Solow [1956] growth model, where
the savings, and therefore the investment, ratio is constant;
see the comparative Table 1 in Hallegatte and Ghil [2008].
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Figure 4. The effect of a single natural disaster on
an endogenous business cycle (EnBC). Upper panel: the
business cycle in terms of annual production, as a func-
tion of time, starting at the cycle minimum (time lag =
0). Lower panel: total production losses due to a disas-
ter that instantaneously destroys 3 % of gross domestic
product (GDP), shown as a function of the cycle phase
in which the disaster occurs; phase measured as time lag
with respect to cycle minimum. A disaster occurring near
the cycle’s minimum causes a limited indirect production
loss, while a disaster occurring during the expansion leads
to a much larger loss. From Hallegatte and Ghil [2008].
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When investment can respond to profitability signals
without destabilizing the economy, i.e. when αinv is nonzero
but still lower than the critical bifurcation value of αinv '
1.39, the economy has greater freedom to improve its overall
state and thus respond to productive capital influx. Such an
economy is much more resilient to disasters, because it can
adjust its level of investment in the disaster’s aftermath.

If investment flexibility αinv is larger than its Hopf bifur-
cation value, the economy undergoes periodic EnBCs and,
along such a cycle, NEDyM passes through phases that dif-
fer in their stability. This in turn leads to a phase-dependent
response to exogenous shocks and consequently to a phase-
dependent vulnerability of the economic system.

Hallegatte and Ghil [2008] investigated how the state of
the economy may influence the consequences of natural dis-
asters. In doing so, these authors introduced into NEDyM
the disaster-modeling scheme of Hallegatte et al. [2007],
in which natural disasters destroy the productive capital
through a modified production function (see Appendix A).
Furthermore, to account for market frictions and constraints
in the reconstruction process, the reconstruction expendi-
tures are limited.

In this setting, Hallegatte and Ghil [2008] found a re-
markable vulnerability paradox: the indirect costs caused
by extreme events during a growth phase of the economy
are much higher than those that occur during a deep re-
cession. Figure 4 illustrates this paradox, by showing in its
upper panel a typical business cycle and in the lower panel
the corresponding losses for disasters hitting the economy in
different phases of this cycle.

Such an apparent paradox, however, can be easily ex-
plained: disasters during high-growth periods enhance pre-
existing disequilibria. Inventories are low and cannot com-
pensate the reduced production; employment is high, and
hiring more employees induces wage inflation; and the pro-
ducer lacks financial resources to increase his/her invest-
ment. The opposite holds during recessions, as mobilizing
investment and labor is much easier.

As a consequence, production losses due to disasters that
occur during expansion phases are strongly amplified, while
they are reduced when the shocks occur during the recession
phase. On average, however, (i) expansions last much longer
than recessions, in our NEDyM model as well as in reality;
and (ii) amplification effects are larger than damping effects.
It follows that the net effect of the cycle is strongly unfavor-
able to the economy, with an average production loss that
is almost as large, for αinv = 2.5, as for αinv = 0; see Table
1 in Hallegatte and Ghil [2008].

The results reviewed here suggest the existence of an op-
timal investment flexibility; this flexibility allows the econ-
omy to react in an efficient manner to exogenous shocks,
without provoking endogenous fluctuations that would make
it too vulnerable to such shocks. Therefore, according to
the NEDyM model, stabilization policies may not only help
prevent recessions from being too strong and costly; they
may also help control expansion phases, and thus prevent
the economy from becoming too vulnerable to unexpected
shocks, like natural disasters or other supply-side shocks.
Examples of the latter are energy-price shocks, like the oil
shock of the 1970s, and production bottlenecks, for instance
when electricity production cannot satisfy the demand from
a growing industrial sector [Hallegatte and Ghil , 2008].

Applied to the specific issue of climate change, the re-
sults in this section highlight the importance of taking into
account the presence of endogenous variability in assessing
reconstruction costs in general, and the evolution of the
economy through several EnBCs in particular. The inclu-
sion of endogenous dynamics suggests that GDP losses may
be larger than those obtained by the use of optimization
strategies based on equilibrium models [e.g., Ambrosi et al.,
2003; Nordhaus and Boyer , 1998; Stern, 2006]. Moreover,

the allocation of capital between reconstruction and other
types of investment after a large natural disaster can play
an important role in both short- and long-term production
losses. Optimizing this allocation, therefore, according to
the state of the economy when disasters may strike is an
important factor in dealing with the expected change in the
distribution of extreme events, due to global warming.

4. Validation with U.S. economic indicators

Besides a long-term trend in production and material
well-being, macroeconomic time series exhibit short-term
fluctuations with certain cyclical characteristic (see again
Fig. 1). In this section, we focus on the extraction of funda-
mental dynamical behavior from such time series and eval-
uate the the consistency of the behavior so obtained with
endogenous dynamics. This is an essential step in assess-
ing the reliability of NEDyM results and especially of its
behavior with respect to exogenous shocks.

In this context, it is of particular interest whether the
predicted vulnerability pattern of NEDyM is also present
in the data at hand. Indeed, the fluctuation dissipation
theorem (FDT) of statistical physics [Einstein, 1905; Kubo,
1966] states that a system with many degrees of freedom
near equilibrium reacts in the same way to an internal as
well as to an external shock: the fluctuations to which the
shock gives rise die out in the same way.

This property is very useful in estimating the response
of such a system to an external shock, since one can com-
pute its properties, in particular the dissipation rate of the
fluctuations, from its long-term behavior while it is only sub-
ject to internal shocks. Furthermore, fluctuation dissipation
theory for systems out of equilibrium (also abbreviated as
FDT) indicates that similar properties hold under suitable
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dicators, 1954–2005. (a) Normalized trend residuals; (b)
data-adaptively filtered business cycle, captured by the
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of fluctuations. The shaded vertical bars indicate the
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assumptions, at least while the response is linear [Ruelle,
2009; Chekroun et al., 2011].

4.1. Macroeconomic data set

The data set we use here is quarterly U.S. macroeconomic
data from the Bureau of Economic Analysis for 1954 to
2005; see http://www.bea.gov/. The nine time series we
use are GDP, investment, consumption, employment rate
(in %), total wage, change in private inventories, price, ex-
ports, and imports. As commonly done in econometrics, we
first remove the trend and convert the data to relative val-
ues by dividing the data points by the corresponding trend
values. A typical filter used in the economic literature for
extracting the trend is the Hodrick-Prescott filter [Hodrick
and Prescott , 1997]. Next, all time series are normalized
by their standard deviation. The series, after being thus
detrended and normalized, are shown in Fig. 5(a).

All nine time series in the figure exhibit fluctuations of
varying amplitude and period. These fluctuations could be
induced by external shocks, such as political events and
natural disasters, or by intrinsic macroeconomic processes.
Whatever the causes, a predominantly cyclical behavior is
clearly visible. In order to assess from such a short and noisy
time series whether this cyclicity is significant or is merely
due to chance, we decompose the full set of nine indicators
into its spectral components with the help of multivariate
singular spectrum analysis (M-SSA) and apply statistical
Monte Carlo tests. Appendix B contains a brief description
and explanation of the M-SSA methodology.

4.2. Cyclical behavior

The first result of the M-SSA decomposition procedure is
the eigenvalue spectrum in Fig. 6. These eigenvalues of the
lag-covariance matrix of the data set give the variances of
the successive components.

The eigenvalues are plotted in Fig. 6 vs. their dominant
frequency f , as suggested by Allen and Smith [1996], rather
than vs. their rank k, as originally proposed by Vautard and
Ghil [1989]; see Appendix B. We note, in this spectrum, a
maximum of two nearly equal eigenvalues at the usually re-
ported mean business cycle length of 5–6 years. According
to M-SSA, such a pair of eigenvalues could be associated
with a roughly periodic oscillation, rather than with a ran-
dom fluctuation.

0 0.5 1 1.5 2
0

0.05

0.1

0.15

0.2

f in 1/year

λ

Figure 6. Spectrum of eigenvalues (circles) from M-SSA
with a window width of M = 24. The error bars indi-
cate the 2.5% and 97.5% percentile levels of significance,
based on Monte Carlo SSA.

Since macroeconomic variables typically exhibit greater
variance at lower frequencies, it is quite possible, however, to
obtain such a high-variance oscillatory pair even though no
truly oscillatory behavior occurs. To ensure that the eigen-
value pair associated with f ' 0.2(year)−1 is not merely
a result of the detrending procedure and thus subject to
the Nelson and Kang [1981] criticism of spurious cycles, we
submit our set of indicators to Monte Carlo SSA [Allen and
Smith, 1996]; the latter approach provides a robust statisti-
cal significance test for such oscillations.

Allen and Smith [1996] proposed to fit an autoregressive
process of order one, AR(1), to a scalar, univariate time
series, which replicates the variance and decorrelation time
of the data but in the absence of oscillations. It is then
tested whether the eigenvalues of the given time series ex-
ceed the eigenvalue distribution of the AR(1) null hypoth-
esis. The application of Monte Carlo SSA to the multi-
variate macroeconomic data set at hand, however, requires
certain modifications, and takes comovements and detrend-
ing effects into account; these necessary modifications are
discussed by Groth et al. [2012].

The significance levels obtained in this manner are indi-
cated as error bars in Fig. 6. Like the time series’ eigenval-
ues, the null hypothesis also exhibits a maximum at the five-
year period and many data eigenvalues do lie between the
error bars of the null hypothesis. The two largest eigenval-
ues, however, stand clearly out above the significance level
and thus the related oscillation cannot be merely attributed
to the detrending procedure.

Moreover, Groth et al. [2012] demonstrate that this os-
cillatory mode in the U.S. macroeconomic indicators gains
further significance when taking multiple aggregate indica-
tors into account. Indeed an analysis of GDP alone does
not show any significant oscillations. The importance of
taking the multivariate character of economic activity into
account in our analysis is in full agreement with the U.S. Na-
tional Bureau of Economic Research (NBER) understanding
of business cycles as an “activity spread across the economy”
and demonstrates the advantage of M-SSA with respect to
univariate methods. Groth et al. [2012] also show to what
extent the presence of such significant oscillatory mode sup-
ports the idea of EnBC dynamics and the presence of deter-
ministic, nonlinear effects.

4.3. Episodes of high fluctuation levels

Next, let us accept the results of Fig. 6 and the conclu-
sion that U.S. economic dynamics is indeed characterized by
intrinsic oscillatory modes like those captured by the M-SSA
reconstructed components (RCs) 1–2 in Fig. 5(b); see again
Appendix B for definitions. It is of interest then to evalu-
ate its relative importance vs. that of the residual “noise”
associated with the rest of the variability in the data set.

The eigenvalues provide only an average index of the total
variance of the associated RCs over the entire time series.
Next, we look into time-dependent aspects of the multivari-
ate data set’s decomposition and the interplay between the
deterministic oscillatory behavior of RCs 1–2 and the fluc-
tuations in the remaining RCs 3–DM .

Groth et al. [2012] have analyzed the relative amplitude of
the five-year oscillatory activity by means of the local vari-
ance fraction as defined by Plaut and Vautard [1994]. This
analysis shows a strong time dependency in the oscillation-
fluctuation decomposition of the U.S. economy with much
higher fluctuations during expansions. Groth et al. [2012]
verified its statistical significance by means of Monte Carlo
SSA against a simple stationary RBC model, and they came
to the conclusion that random shocks alone, in the absence
of endogenous dynamics, are not sufficient to explain such
a strong time dependency in the oscillation-fluctuation de-
composition of the U.S. economy.



GROTH ET AL.: IMPACTS OF NATURAL DISASTERS ON A DYNAMIC ECONOMY X - 7

This local variance fraction, however, is defined on PCs
rather than on RCs, and measures the relative amplitude
of oscillatory activity only in a window of the same length
M as the one used in M-SSA. Furthermore, the transfor-
mation to PCs introduces frequency-dependent phase dis-
tortions and complicates the correct assignment of a given
variance to a precise instant in time. A subsequent trans-
formation to RCs, on the other hand, neutralizes this unde-
sirable effect [Groth and Ghil , 2011].

For this reason, we propose here a geometric approach
based on the RCs and analyze fluctuations perpendicular to
a limit cycle; see Appendix B. Figure 5(c) shows the local
variance V = V (t) of these fluctuations over a short win-
dow of length L ≤ M , superimposed on the NBER-defined
U.S. recessions. Starting after 1980 — and in agreement
with the findings of Groth et al. [2012] — the variance of
the fluctuations during expansions is much higher than dur-
ing recessions, as suspected from applying FDT reasoning to
the U.S. economy. We thus conclude that the vulnerability
paradox obtained when subjecting NEDyM to a sequence of
natural-hazard shocks is consistent with a mature economy’s
greater instability during expansions.

4.4. Reconstruction of phase-dependent fluctuations

The fluctuation pattern of the U.S. macroeconomic in-
dicators plotted in Fig. 5 exhibits rapid changes on time
scales that are below the M-SSA window length of M = 24
quarters. Is M-SSA flexible enough to detect changes in the
dynamical system’s behavior on time scales shorter than M?
In the following example of a stochastically driven oscillator
in the plane, we shall demonstrate that M-SSA is indeed
capable to track such rapid changes; see Appendix C for
further details.
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Figure 7. Changes in local variance of a simple, stochas-
tically perturbed oscillator in Eq. (1). (a, b) Typical re-
alization of a solution of the stochastic oscillator, plotted
in cartesian coordinates (x1, x2); and (c) corresponding
local variance σ1(t) of the stochastic forcing, as given
by Eq. (C5) (light solid), along with the estimated lo-
cal variance V (t) in a sliding window of length L = 11
(heavy solid). The M-SSA window length is M = 50.

In polar coordinates (ρ, θ), this oscillator is given by

dρ = ρ(µ+ cρ)dt+
φ

π
dW1,

dφ = ωdt+ dW2. (1)

We introduce phase-dependent variations in the stochastic
forcing of the amplitude ρ in Eq. (1) and try to reconstruct
this variation.

Starting with the simple case of a circular limit cycle, we
choose the parameters in Eq. (1) as {c, µ, ω} = {−0.5, 1, 1}.
Then system is integrated from t = 0 to t = T = 16π
with a small step size ∆t = 0.02 by using a particular noise
realization and the Euler-Maruyama scheme [Kloeden and
Platen, 1992]. From this integration we keep only every
tenth sample value of the trajectory to get the final time
series of length N ' 500. The sampling scheme results in a
period length of about 31 samples, and a typical realization
is shown in Figs. 7(a, b).

The window length M = 50 used in Fig. 7 is chosen to
cover more than one period of the oscillator, and it is not
a critical parameter in this experiment. Beside M = 50,
we have also tested M = 100 and 200 and found the same
results.

The oscillatory mode can be reliably reconstructed by the
first oscillatory pair RCs 1–2, and a test with Monte Carlo
SSA confirms that only this pair is significant. The sum
of the remaining RCs 3–DM , which represents the fluctua-
tions, is projected on the local perpendiculars to the limit
cycle described by RCs 1–2; see Appendix B for details.
The local variance V (t) of these fluctuations agrees very well
with the local variance σ1(t) of the stochastic forcing on ρ,
cf. Fig. 7(c). Without the projection, V (t) would represent
a mixture of amplitude and phase forcing in Eq. (1), and a
reliable detection of variations in the former would not be
possible (not shown).

Next, we wish to evaluate the consequences of a more
complex limit cycle geometry, which resembles better that
of NEDyM’s limit cycle, as shown in Fig. 3 here. Instead of a
simple circular limit cycle with constant amplitude, we intro-
duce a phase-dependent amplitude, according to Eq. (C7)
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Figure 8. Same as Fig. 7, but for a more complex limit
cycle, cf. Eq. (C7).
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This modification introduces higher harmonics of first and
second order into the observed time series, and yields a saw-
tooth shape behavior in x1, cf. Fig. 8(a).

The presence of higher harmonics is also reflected in the
M-SSA results: three significant oscillatory pairs are de-
tected, and the corresponding RCs 1–6 give a good recon-
struction of the limit cycle. The remaining RCs 7–DM still
give a good approximation of the fluctuations, and the local
variance V (t) of the part that is orthogonal to the RCs 1–6
reflects very well the changes in the stochastic forcing on the
amplitude, as shown in Fig. 8(c).

Although the geometric approach of local variance esti-
mation by means of V (t) in both Figs. 7 and 8 provides a
good distinction between epochs of small and large stochas-
tic forcing, it gives only an approximate estimate of the cor-
rect variance. A better estimator, however, would require
more detailed knowledge about the underlying model dy-
namics and its response to exogenous shocks, and would
lead to nonlinear inverse modeling, as reviewed for instance
by Kravtsov et al. [2009]. This is, however, beyond the scope
of the present paper and is left for future work.

5. Concluding remarks

5.1. Summary

In this research-and-review paper, we set out to combine
three strands of research: (i) the formulation and study of
a non-equilibrium dynamic model (NEDyM) of endogenous
business cycles (EnBCs) [Hallegatte et al., 2008]; (ii) the ap-
plication of this NEDyM model to the investigation of the
impact of global warming and extreme events on the econ-
omy [Hallegatte et al., 2007; Hallegatte and Dumas, 2008;
Hallegatte and Ghil , 2008]; and (iii) the quantitative extrac-
tion of business cycles from macroeconomic data [Groth and
Ghil , 2011; Groth et al., 2012], including the validation of
the FDT hypothesis on the functioning of the U.S. economy.

In Section 2.3, we showed that NEDyM does indeed pro-
duce EnBCs, due essentially to the instability of the profit–
investment relationship. NEDyM reproduces the observed
asymmetry of business cycles, with the recession phase much
shorter than the expansion phase (Fig. 3); it is also consis-
tent with many other stylized facts described in the macroe-
conomic literature, such as the phasing, or comovements,
of the distinct macroeconomic variables along the cycle.
The model’s main control parameter is investment flexibil-
ity, αinv. As this parameter increases, model solutions go
from a single stable equilibrium, consistent with the Solow
[1956] balanced-growth model, to regular, periodic business
cycles and on to irregular, chaotic ones (Fig. 2).

In Section 3, we have further shown that the response
of a dynamic economy to natural disasters differs markedly
from the one of an economy in generalized equilibrium or
undergoing merely balanced growth. The state of an out-
of-equilibrium economy may affect the consequences of nat-
ural disasters, by interfering with reconstruction dynamics.
When the investment flexibility favors the presence of busi-
ness cycles, we found a remarkable vulnerability paradox in
NEDyM: The indirect costs caused by extreme events dur-
ing a growth phase of the economy exceed those that occur
during a recession (Fig. 4). The explanation of this appar-
ent paradox is related to a greater instability of the economy
during expansions.

Drawing a crude analogy between economic dynamics
as the outcome of many interacting “particles” — be they
firms, individuals or other entities [Ghil et al., 2008b; Soros,
2008; Coluzzi et al., 2011] — and the particle systems of sta-
tistical physics, one might suspect that an out-of-equilibrium
version [Ruelle, 2009; Chekroun et al., 2011] of classical
fluctuation dissipation theory (FDT) [Einstein, 1905; Kubo,
1966] would apply. In particular, we expected to find greater

variability during expansion phases in time series of macroe-
conomic indicators.

The macroeconomic data analysis in Section 4 dealt with
multiple indicators for the U.S. economy from 1954 to 2005.
Based on a systematic application of multivariate singular
spectrum analysis (M-SSA), we have provided evidence for
genuinely oscillatory — albeit not purely periodic — modes,
which are pervasive in many aggregates. The application of
Monte Carlo SSA thus allowed us to reject the hypothesis
of purely random shocks generating business cycle dynamics
in an otherwise stable economy.

We have compared the predicted vulnerability patterns of
NEDyM with the recent findings of state-dependent fluctu-
ations in the U.S. economy, as illustrated here in Fig. 5(c).
Groth et al. [2012] have shown that the recession phase is
dominated by a deterministic oscillatory mode, while the
expansion phase exhibits more complex and irregular dy-
namics, in agreement with the FDT conjecture.

The latter suggests a higher volatility of business cycles
during expansions, and we have demonstrated by introduc-
ing and analyzing here a simple nonlinear, stochastically
perturbed oscillator that M-SSA is indeed able to track rapid
changes in the variance of the stochastic forcing. It is a mat-
ter of some interest, as well as some puzzlement, that the
more volatile response to external shocks occurs in a low-
order model like NEDyM, while the FDT conjecture applies
in principle to high-order, “multi-particle” systems. To fur-
ther verify the greater instability of mature economies dur-
ing an expansion phase, we have extended the analysis from
Groth et al. [2012] and proposed in Section 4.3 and Ap-
pendix B2 here a simple geometric, M-SSA–based approach
to estimate the local variance of irregular fluctuations along
an otherwise deterministic trajectory.

5.2. Outlook

Our highly idealized macroeconomic model, however, is
still lacking a suitable calibration of its parameters on eco-
nomic data. The amplitude of the price-and-wage oscilla-
tion, for example, is still too large in NEDyM.

To estimate these parameters, we expect to rely on the
data assimilation approach. Its use is common by now in
many areas of the geosciences [Bengtsson et al., 1981; Ghil ,
1997; Kondrashov et al., 2008]; it has also been used in
the econometric context [Harvey , 1989] but is only start-
ing to be applied to macroeconomic models [Lemoine and
Pelgrin, 2004]. Preliminary results (not reported here) were
obtained by applying data assimilation methods, such as
Kalman filtering [Kalman, 1960; Ghil et al., 1981] to the
NEDyM model, using at first synthetic data produced by
the model itself — the so-called “identical-twin” approach
[Bengtsson et al., 1981]; these results were encouraging but
not conclusive.

Finally, work on truly coupled climate-economy models
has started by coupling a very simple, linear climate model
to a two-sector dynamic economic model [Dumas, 2006]. In
this model, the infrastructure and housing sectors are sepa-
rated from the rest of the economy; they are assumed to be
vulnerable to extreme events but otherwise inert. While the
macroeconomic modeling in this coupled climate-economy
model is less advanced than in NEDyM, it allows one to
represent, in one unified framework, climate prediction and
adaptation to climate change impacts, while taking into ac-
count the natural variability of both the climate system and
the economy.

Suitable calibration of NEDyM, combined with the de-
velopment of multi-sector economic models along the same
lines and the use of more advanced, nonlinear climate models
Ghil [2001]; Ghil et al. [2008a], should provide, eventually, a
more advanced and realistic unified framework for the truly
coupled study of climate and the economy.
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Appendix A: NEDyM with shocks

Our non-equilibrium dynamic model (NEDyM) builds on
the key ideas of the classical Solow [1956] balanced-growth
model, but it replaces the latter’s static relationships by dy-
namic ones. NEDyM’s long-term behavior reproduces the
behavior of the Solow model with slowly evolving, perfect
market equilibria. The introduction of adjustment delays,
however, induces much richer, and arguably more realistic
short-term dynamics.

The first part of this appendix gives a brief presentation
of NEDyM; see Hallegatte et al. [2008] for a full description.
In the second part, we summarize NEDyM modifications
used to account for external shocks [Hallegatte et al., 2007].

A1. NEDyM formulation

In the Solow model, the price p is determined by the
equality of production Y and demand D, Y = D. In
NEDyM, Y 6= D and the goods inventory H is modeled
as

Ḣ = Y −D. (A1)

The demand D equals the sum of consumption C and in-
vestment I,

D = C + I. (A2)

Changes in the price p are driven by the ratio of H/D,

ṗ = −pαp
H

D
, (A3)

with the price adjustment coefficient αp. As in the Solow
model, the Cobb-Douglas [Cobb and Douglas, 1928] produc-
tion function is used,

Y = f(L,K) = ALλK1−λ, (A4)

where L stands for labor — more precisely the number of
employed workers — and K for capital; we use the value
λ = 2/3 for the capital-for-labor substitution parameter.
The parameter A is the total productivity factor.

Instead of full employment L = Lfull = efullLmax in the
Solow model, the employment rate evolution follows

L̇ = − 1

τempl
(L− Le), (A5)

with a characteristic time τempl. The optimal labor demand
Le is chosen by the producer to maximizes profits, as a func-
tion of real wage and marginal labor productivity,

w

p
=
∂f

∂L
(Le,K). (A6)

The evolution of wages is related to the employment rate,

ẇ =
w

τwage

L− Lfull

Lfull
, (A7)

with the characteristic time τwage. The wages essentially
restore the full employment rate by increasing if the labor
demand is higher than Lfull, and decreasing when it is lower.

The capital K evolves here according to

K̇ = I − 1

τdep
K, (A8)

like in the classical Solow model, with the capital deprecia-
tion time τdep. In the latter’s producer behavior, sales pD
equal wages wL plus profits, and investment equals saving.

A key feature of NEDyM is the introduction of an invest-
ment module, inspired by Kalecki [1937]. Instead of equat-
ing investments and savings, it introduces a stock of liquid
assets F , held by companies and banks; its evolution follows

Ḟ = pD − wL+ γsaveαMM − (1− Γinv)αFF − pI. (A9)

The stock is filled by the difference between sales pD and
wages wL, as well as by the consumers’ savings γsaveαMM .
These assets are used to redistribute share dividends (1 −
Γinv)αFF and to invest in the amount

pI = ΓinvαFF. (A10)

The consumer consumption

C = (1− γsave)
1

p
αMM (A11)

is linked to the consumer stock of money M , and it is fixed
to a specific savings ratio γsave. The companies and banks’
stock of liquid assets F and the consumer stock of money M
sum to a constant value, F + M = const. The evolution of
F is linked with the investment ratio dynamics Γinv, which
in turn follows

Γ̇inv =

{
αinv(γmax − Γinv) [Πn/(pK)− ν] , if Πn/(pK) > ν,

αinv(Γinv − γmin) [Πn/(pK)− ν] , if Πn/(pK) ≤ ν.
(A12)

The expected net profit Πn = pD−wL− τ−1
deppK follows

the accounting definition of Copeland and Weston [2003]
and it is compared with a standard of profitability ν; the
producer increases or decreases the investments accordingly.
The extrema γmin = 0 and γmin = 0.8 represent the positiv-
ity of investments and a cash-flow constraint, respectively.

The investment dynamics is further governed by the in-
vestment coefficient αinv. Seven parameters determine the
model equilibrium at αinv = 0; they are calibrated to repro-
duce the state of the European Union’s economy in 2001,
with 15 countries [Eurostat , 2002]. The other six parame-
ters are chosen, up till now, in an empirical, ad hoc manner;
they require calibration by data assimilation methods, as
discussed in Section 5.2. All 13 parameter values are given
in Table 3 of Hallegatte et al. [2008].

A2. Impacts of natural disasters

Natural disasters mainly destroy the stock of productive
capital and cause disequilibrium effects in model behavior.
Hallegatte et al. [2007] presented at some length the modifi-
cations of NEDyM that are necessary in order to correctly
model disaster consequences.

A simple replacement of the productive capital K by
K −∆K leads one to underestimate the impact on the pro-
duction Y . For this reason, the authors introduced a further
variable ξK into the Cobb-Douglas production function of
Eq. (A4), namely

Y = ξKf(L,K) = ξKAL
λK1−λ. (A13)

Furthermore, Hallegatte et al. [2007] introduced inertia
into the reconstruction process, by distinguishing between
the investments In that increase the capital K, and recon-
struction investments Ir that restore ξK to the standard
value ξK = 1. Hence, the capital in Eq. (A8) now evolves
according to

K̇ =
In
ξK
− 1

τdep
K, (A14)
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and the empirical, shock-response variable ξK is modeled as

ξ̇K =
Ir
ξK
. (A15)

The authors further limit Ir to a fraction fmax of the total
available investment I = Ir + In, and let

Ir =

{
min{fmaxI, (1− ξK)K0}, if ξK < 1,

0, otherwise.
(A16)

A value of fmax = 5% means that the economy can mobilize
about 1% of the GDP per year for the reconstruction.

Appendix B: Singular spectrum analysis

Singular spectrum analysis (SSA) as well as multivariate
SSA (M-SSA) rely on the classical Karhunen-Loève spec-
tral decomposition of stochastic processes [Karhunen, 1946;
Loève, 1945]. In the context of nonlinear dynamics, Broom-
head and King [1986a, b] applied this methodology, long
familiar in the stochastic realm, to the reconstruction of
a deterministic dynamical system’s behavior from observed
time series. For this purpose, Broomhead and King ap-
plied principal component analysis to the Mañé-Takens idea
[Mañé, 1981; Takens, 1981] of a time-delayed embedding,
and provided a robust way to extract major directions in
the system’s phase space.

M. Ghil, R. Vautard and associates first proposed to
apply the SSA methodology to the spectral analysis of
short and noisy time series, for which standard methods
derived from Fourier analysis do not work well [Vautard
and Ghil , 1989; Ghil and Vautard , 1991; Vautard et al.,
1992]. Ghil et al. [2002] provide an overview and a com-
prehensive set of references; see also their free software at
http://www.atmos.ucla.edu/tcd/ssa/.

B1. Reconstruction of oscillatory behavior

M-SSA operates on a multivariate time series

x = {xd(n) : d = 1 . . . D, n = 1 . . . N}, (B1)

with D channels of length N . Each channel is embedded
into an M -dimensional phase space, by using lagged copies

Xd(n) = (xd(n), . . . , xd(n+M − 1)), (B2)

with n = 1, . . . , N −M + 1. From this extended data set
one forms the full augmented trajectory matrix

X = (X1,X2, . . . ,XD), (B3)

which has DM columns of length N −M + 1.
The M-SSA algorithm then computes the covariance ma-

trix C = XᵀX of X, where (·)ᵀ is the transpose. The sam-
ple covariance matrix C contains all the auto- and cross-
covariance information on X, up to a time lag of M − 1.
Due to the finite length of the time series, the matrix C
may deviate slightly from symmetry. Therefore we use here
the Toeplitz approach proposed by Vautard and Ghil [1989].

In the algorithm’s next step, the Toeplitz matrix C is
diagonalized

Λ = EᵀC E (B4)

to yield a diagonal matrix Λ that contains the real eigen-
values λk along the diagonal, and a unitary matrix E whose
columns are the associated eigenvectors ek. These eigenvec-
tors form a new orthogonal basis in the embedding space of
X, and the corresponding eigenvalues λk give the variance
in the direction of ek. This decomposition helps us find

major components of the system’s dynamical behavior and
reconstruct a robust “skeleton” of the underlying structure.
Essentially, these components can be classified into trends,
oscillatory patterns and noise.

By projecting the embedded time series X onto the eigen-
vectors E,

A = X E, (B5)

we get the principal components (PCs) arranged as columns
in A. We denote the elements of the k-th PC by ak(n).

Finally, one can reconstruct that part of the time series
that is associated with a particular eigenvector ek by us-
ing the reconstructed components (RCs) introduced by Ghil
and Vautard [1991] and Vautard et al. [1992] in the single-
channel and by Keppenne and Ghil [1993] and Plaut and
Vautard [1994] in the multi-channel case,

rdk(n) =
1

M

M∑
m=1

ak(n−m+ 1)edk(m). (B6)

The notation ek = {edk(m) : 1 ≤ d ≤ D, 1 ≤ m ≤ M}
reflects the special structure of the eigenvectors [Groth and
Ghil , 2011]; formulas for rdk(n) near the endpoints of the
time series are given in Vautard et al. [1992] and Ghil et al.
[2002].

Given any subset K of eigenelements {(λk, ek) : k ∈ K},
we obtain the corresponding reconstruction rdK by summing
the RCs rdk over k ∈ K,

rdK(n) =
∑
k∈K

rdk(n). (B7)

Typical choices of K may involve (i) K = {k : 1 ≤ k ≤ S},
where S is the statistical dimension of the time series,
cf. Vautard and Ghil [1989], i.e., the number of statistically
significant components, commonly referred to as the signal,
as opposed to the noise; or (ii) a so-called oscillatory pair
K = {k1, k2}, which might capture a possibly cyclic mode of
behavior of the system [Vautard and Ghil , 1989; Plaut and
Vautard , 1994].

Information about oscillatory modes can help detect clus-
ters of phase- and frequency-locked oscillators even in the
presence of high observational noise [Groth and Ghil , 2011].
Summing over the whole set of RCs, K = {k : 1 ≤ k ≤ DM},
gives the complete reconstruction of the time series.

B2. Reconstruction of fluctuations

Here, we propose M-SSA as a tool to help quantify the
intensity of fluctuations along a limit cycle. Our proposal re-
lies on the smooth behavior of the band-limited RCs, which
enables a quantification of the fluctuations that are orthog-
onal to the system’s supposedly deterministic trajectory.

Let us assume that RCs 1–S represent this deterministic
part and the remaining RCs represent irregular fluctuations.
We denote the two parts by rK = (r1K, . . . , rDK) and rK′ =
(r1K′ , . . . , rDK′), respectively, with K = {k : 1 ≤ k ≤ S}
and K′ = {k : S + 1 ≤ k ≤ DM}. From this we determine
the part of the fluctuations rK′(n) that is orthogonal to the
temporal evolution ∆rK(n) = rK(n− 1)− rK(n+ 1) of the
deterministic part:

r⊥K′(n) = rK′(n)− 〈rK
′(n),∆rK(n)〉
||∆rK(n)||2 ·∆rK(n); (B8)

the notations 〈·, ·〉 and || · || above refer to the scalar product
and the norm, respectively.

Since the RCs are smooth, band-limited time series, ∆rK
gives a good approximation of the temporal evolution of the
trajectory rK. Once we have derived the orthogonal fluctua-
tions r⊥K′ , this smoothness allows us to quantify the average
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amplitude of the fluctuations around the deterministic part
with respect to the time series’ expansion in a centered win-
dow of length L ≤M , where L = 2l + 1 is odd:

V (n) =

∑n+l
s=n−l ||r

⊥
K′(s)||2∑n+l

s=n−l ||x(s)||2
. (B9)

Appendix C: A randomly forced oscillator

Our oscillator’s deterministic part is given, in cartesian
coordinates, by the equations

ẋ1 = µx1 − ωx2 + cx1(x21 + x22)

ẋ2 = µx2 + ωx1 + cx2(x21 + x22). (C1)

For c < 0 and µ < 0 the system has a unique, stable fixed
point at the origin (x1, x2) = (0, 0). At µ = 0 it undergoes
a supercritical Hopf bifurcation to a stable limit cycle with
frequency ω.

Transformation to polar coordinates, x1 + ix2 =
ρ1/2 exp{iφ}, reduces (C1) to the more transparent form

ρ̇ = ρ(µ+ cρ),

θ̇ = ω. (C2)

We perturb this oscillator in the plane by two independent
Wiener processes W1,2, each of which has independent in-
crements dW1,2 of variance {0.4dt, 0.02dt}. We further in-
troduce a phase-dependent variation of the forcing on ρ, and
obtain the stochastic model

dρ = ρ(µ+ cρ)dt+
φ

π
dW1,

dφ = ωdt+ dW2. (C3)

In order to compare the stochastic forcing on ρ with the
M-SSA results, we keep track of the effective shocks on ρ in
each interval between two sampling times, tn ≤ t ≤ tn+1,

∆W1(n) = π−1

∫ tn+1

tn

φ(t)dW1. (C4)

and estimate the local variance in a centered window whose
length L = 2l + 1 ≤M is odd-valued by

σ1(n) = L−1
n+l∑
s=n−l

∆W 2
1 (s). (C5)

The observations on system (C3) are in polar coordinates
and, prior to applying M-SSA, we have to transform them
back into Cartesian coordinates. This is done in one of two
distinct ways:

x1 = ρ1/2 cosφ,

x2 = ρ1/2 sinφ; (C6)

or

x1 = ρ1/2
(
1 + sinφ+ sin2 φ

)
cosφ,

x2 = ρ1/2
(
1 + sinφ+ sin2 φ

)
sinφ. (C7)

The first transformation (C6) yields a circular limit cycle,
according to Eq. (C1), while the second transformation (C7)

introduces a phase-dependent amplitude and leads to a de-
formation of the circular structure.
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