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Abstract

The present work aims at modeling the thermal conductivity of fractured materials using homogenization-based analytical and pattern-based numerical methods. These materials are considered as a network of cracks distributed inside a solid matrix. Heat flow through such media is perturbed by the crack system. The problem of heat flow across a single crack is firstly investigated. The classical Eshelby’s solution, extended for the calculation of the conductivity of a mixture of an ellipsoidal inclusion in an infinite homogeneous matrix, gives an analytical solution of temperature discontinuity across a non-conducting penny-shape crack. This solution is then validated by the numerical simulation based on the finite elements method. The numerical simulation allows analyzing the effect of crack conductivity. The problem of a single crack is then extended to media containing multiple cracks. Analytical estimations for effective thermal conductivity, that take into account the interaction between cracks and their spatial distribution, are developed for the case of non-conducting cracks. Pattern-based numerical method is then employed for both cases non-conducting and conducting cracks. In the case of non-conducting cracks, numerical and analytical methods, both account for the spatial distribution of the cracks, fit perfectly. In the case of conducting cracks, the numerical analyzing of crack conductivity effect shows that highly conducting cracks weakly affect heat flow, and the effective thermal conductivity of fractured media.
1. Introduction

Thermal conductivity is an important geophysical property of rocks and largely investigated in geo-sciences such as, nuclear waste disposal, geothermal production, CO$_2$ storage, hydrocarbon formation processes, etc (Tang and Cui, 2009; Tang et al., 2008; Cui et al., 2011). This parameter is generally affected by natural cracks distributed in the geomaterials. The homogenization-based analytical approach has been confirmed to be a powerful tool to estimate effective properties of heterogeneous materials (Eshelby, 1957; Mori and Tanaka, 1973; Giraud et al., 2007; Zimmerman, 1989). The macroscopic mechanical properties is affected by the properties of each phase in the mixture, the shape and the orientation of the particles as well as the stress acting on the considered materials. Nguyen and colleagues successfully employed this technique for the simulation of effective viscoelastic properties of fractured media (Nguyen et al., 2011, Nguyen, 2014a; Nguyen et al., 2015c) and effective elastic properties and electrical conductivity of sandstone (Nguyen, 2014b, Nguyen et al, 2015a,b).

Besides, the numerical approach based on the pattern-based method (PBM) is also used to simulate overall properties of heterogeneous materials (Bornert, 1996; Stolz and Zaoui, 1991). This approach is more powerful than the classical numerical finite element method (FEM) that simulates the whole representative elementary volume (REV) of the medium, in term of calculation time. Actually, the PBM considers a morphologically representative pattern (MRP) of the medium instead of the REV. For the case of fractured media, MRP contains only one crack whereas REV contains a whole system of micro-cracks (Pouya et al., 2013; Camacho and Ortiz, 1996). However, by managing the boundary condition and the shape of the MRP, the pattern-based method allows accounting for the interaction between cracks and their spatial distribution (Nguyen and Dormieux, 2014).
This paper focuses on the thermal conductivity of fractured materials based on homogenization-based analytical method and PBM. The problem of heat flow through a medium containing a single crack is firstly considered. The classical Eshelby’s theory, extended for the conductivity of a mixture of an ellipsoidal inclusion in an infinite homogeneous matrix, gives an analytical solution of temperature discontinuity across a non-conducting penny-shape crack. This analytical solution is then compared with the numerical simulation based on PBM. The effect of crack conductivity is also analyzed with the help of the numerical simulation. Secondly, the problem of single crack is extended to a medium containing multiple cracks. Analytical estimations of effective thermal conductivity for the case of non-conducting cracks, that accounts the interaction between the cracks and their spatial distribution, are developed. PBM is then employed for both cases, non-conducting and conducting cracks.

**Notations**

- $\mathbf{A}$ is the second order temperature field localization tensor
- $\mathbf{1}$ is the second order unit tensor
- $[T]$ is the temperature jump across a crack
- $[\tau]$ is the dimensionless temperature jump across a crack
- $\nabla T$ is the temperature gradient
- $z$ is the position vector of a point
- $f$ is the volume fraction
- $C$ is the conductivity
- $Q$ is the anisotropic parameters of the inclusion
- $X$ and $X_d$ are the aspect ratio of the cracks and of the spatial distribution of the cracks respectively
- The exponents and index
  - $s$ is for the solid phase
  - $c$ is for crack
2. Heat flow across a single crack

One considers a basic problem of a single crack in a homogenous medium under a far-field homogenous temperature gradient condition: $\forall z \to \infty: T = \nabla T_z$ (see Fig. 1). Heat flow is locally perturbed around the crack due to the contrast between the conductivity of the crack and that of the surrounding solid matrix. Temperature is discontinued across the crack.

$$\forall z \to \infty: T = \nabla T_z$$

![Figure 1: Single crack in homogenous medium under far-field homogeneous temperature gradient boundary condition.](image)

Note that for penny-shape crack, an extension of Eshelby’s theory (Eshelby, 1957) for the problem of heat flow yields a temperature field localization tensor $A$ that is determined by (Giraud, 2007; Nguyen, 2014):

$$A = \frac{C_s}{(1-Q)C_s + QC_c} \left(1 - e_3 \otimes e_3\right) + \frac{C_s}{2QC_s + (1-2Q)C_c} C_c e_3 \otimes e_3$$

where $C_s$ (resp. $C_c$) is the conductivity of the solid matrix (resp. the conductivity of the crack), $e_3$ the unit normal to the crack plan, and $Q$ the geometry factor defined by:
with $X$ is the aspect ratio of the crack (ratio between the width and the diameter of the crack, see also Dormieux, 2006). Thus, for penny-shape crack we have: $X \to 0$ and

$$Q \approx \frac{\pi}{4} X \quad (3)$$

Introducing eq. (3) into eq. (1) yields:

$$A = \frac{C_s}{(1 - \frac{\pi}{4} X) C_s + \frac{\pi}{4} X C_c} \left( 1 - e_i \otimes e_3 \right) + \frac{C_s}{\frac{\pi}{2} X C_s + \left( 1 - \frac{\pi}{2} X \right) C_c} e_3 \otimes e_3 \quad (4)$$

The local temperature gradient inside the crack, $\nabla T_c$, is homogeneous and is linearly related to the far-field temperature gradient (Fig. 1) as:

$$\nabla T_c = A \cdot \nabla T \quad (5)$$

Its component normal to the crack plan is expressed as:

$$\nabla T_{c,3} = \frac{C_s}{\frac{\pi}{2} X C_s + \left( 1 - \frac{\pi}{2} X \right) C_c} \nabla T_3 \quad (6)$$

According to this solution, the temperature jump across the crack $[T]$ is calculated as:

$$[T] = \nabla T_{c,3} d = \left( \frac{C_s}{\frac{\pi}{2} X C_s + \left( 1 - \frac{\pi}{2} X \right) C_c} \nabla T_3 \right) d \quad (7)$$

where $d$ is the distance between two crack’s lips at the considering point. Suppose that the crack has a spheroidal shape, $d$ is calculated by:

$$d = 2 \ell \sqrt{1 - \left( \frac{\rho}{\ell} \right)^2} \quad (8)$$

where $\ell$ and $\rho$ are the radius of the crack and the distance to the crack’s center, respectively.

The combination of (7) and (8) yields:
\[
[T] = \left( \frac{C_s}{\frac{\pi}{2} X C_s + \left(1 - \frac{\pi}{2} X\right) C_c} \nabla T_3 \right) 2X \ell \sqrt{1 - \left(\frac{\rho}{\ell}\right)^2} \tag{9}
\]

It is convenient to introduce also the following dimensionless temperature discontinuity:

\[
[t] = \frac{[T]}{\nabla T_3 \ell} = \left( \frac{2XC_s}{\frac{\pi}{2} X C_s + \left(1 - \frac{\pi}{2} X\right) C_c} \right) \sqrt{1 - \left(\frac{\rho}{\ell}\right)^2} \tag{10}
\]

For the case of conducting crack, i.e. \(C_c > 0\), the limit \(X \to 0\) (penny-shape crack) yields \([t] \to 0\). More precisely, there is no temperature jump across a penny-shape conducting crack. For the case of non-conducting penny-shape crack \((C_c = 0)\), equation (10) is simplified (see also Sevostianov, 2006; Vu et al., 2015) as:

\[
[t] = \frac{4}{\pi} \sqrt{1 - \left(\frac{\rho}{\ell}\right)^2} \tag{11}
\]

The maximum value of \([t] = 4/\pi\) is found at the center of the crack \((\rho = 0)\). The analytical solution (11) could be considered as a reference to compare with the numerical simulation.

Considering the FEM approach for the simulation of this basic problem of heat flow across a single crack, a vertical cylinder containing a horizontal penny-shape crack is analyzed (Fig. 2). Unit vertical temperature gradient is applied on the boundary of the cylinder: \(T = C_s \cdot z\).

The dimension of the cylinder is chosen large enough to ensure the far-field boundary condition. The calculation is performed in axis symmetric model thank to the symmetry of the problem.
In this model, the crack is defined by a thin horizontal domain with a given conductivity. Zero conductivity is chosen for the crack’s domain when modeling a non-conducting crack. The thickness of the crack domain is chosen small enough to ensure the convergence of the results. It is verified that, a ratio between the thickness and the radius of the crack smaller than 0.005 is enough. The mesh is refined around the crack, therefore a too small crack’s thickness will unnecessarily raise the calculation time. The simulation is carried out by using FEM codes Cast3M (Bentejac and Hourdequin, 2005). Fig. 3 displays the mesh (in axis symmetric model), the temperature distribution in the whole domain (left side) and the local vertical temperature gradient across the crack (right side).
Figure 3: Numerical simulation of heat flow across a single crack: (a) temperature distribution; (b) Local temperature gradient across the crack.

In the particular case of non-conducting crack, the numerical simulation of the temperature jump across the crack is compared with the analytical solution given by the eq. (11). Fig. 4 shows the dimensionless temperature discontinuity along the crack radius. A perfect fit between the numerical and the analytical approaches can be observed.

Note that the solution given by eq. (11) is for non-conducting crack such as open and dry crack. However fluid saturated or partially saturated crack and closed crack are conducting. Fig. 4 shows also the effect of the relative conductivity of the crack and of the surrounding solid matrix on the temperature jump across the crack. For $C_c/C_s \approx 0.1$, the temperature jump is negligible. For the case of water saturated cracks in rocks (based on data given by Clauser and Huenges, 1995): $C_c/C_s = C_{water}/C_s \approx 0.1 \div 0.3$. For this case, cracks do not affect the heat flow across the crack in its normal direction.

The basic solutions developed for heat flow across a single crack will be employed and generalized in the following to simulate the effective conductivity of a domain containing multiple cracks.
Figure 4: Temperature jump across the crack: numerical simulation (the points) and analytical result using eq. (10) (continuous line).

3. Effective thermal conductivity of cracked media

This section is dedicated to deriving the effective conductivity of media containing multiple cracks. First, the analytical homogenization-based approaches for the case of non-conducting penny-shape cracks is summarized. Second, a pattern-based numerical approach for both non-conducting and conducting cracks is developed. For non-conducting penny-shape crack, the numerical simulation is compared and constrained with the analytical estimations. The effect of crack conductivity on the effective conductivity of the whole fractured domain is considered at the end of this section.

3.1. Homogenization-based approaches

The analytical solution (11) of temperature discontinuity across a single crack is a key issue for the estimation of effective thermal conductivity for fractured media. For the case of horizontal parallel cracks in an isotropic homogeneous matrix, the effective conductivity of the medium is transversely isotropic and has on two components: conductivity in the normal

\[ c_c/c_s = 0 \]

\[ c_c/c_s = 0.002 \]

\[ c_c/c_s = 0.01 \]

\[ c_c/c_s = 0.1 \]
direction to the plan of the cracks ($g_s$) and transversal conductivity. The classical Mori-Tanaka’s approach, accounting the fracture interaction, gives (Mori and Tanaka, 1973; Giraud et al., 2007; Nguyen, 2014):

$$C_{mt}^N = C_s + f_c(C_c - C_s)a^N((1 - f_c) + f_c a^N)^{-1}$$

$$C_{mt}^T = C_s + f_c(C_c - C_s)a^T((1 - f_c) + f_c a^T)^{-1}$$

where $C_{mt}^N$ and $C_{mt}^T$ are the normal and transversal conductivity respectively, $a^N$ and $a^T$ the two corresponding components of the localization tensor defined by eq. (4)

$$a^N = \frac{C_s}{2XC_s + \left(1 - \frac{\pi}{2}X\right)C_c} \quad \text{;} \quad a^T = \frac{C_s}{(1 - \frac{\pi}{4}X)C_s + \frac{\pi}{4}XC_c}$$

The volumetric fraction of the crack is defined by

$$f_c = \frac{4\pi}{3}N\delta^2 = \frac{4\pi}{3}\epsilon X$$

where $N$ is the number of cracks in a unit volume of the medium, $\delta = X\ell$ is half of the crack’s width, $\epsilon = N\ell^2$ is the crack density parameter (see also Budiansky and O’connell, 1976).

As discussed in previous section, there is no temperature jump across a penny-shape conducting crack, i.e. the penny-shape conducting cracks do not affect the effective conductivity of the medium. Considering now the case of non-conducting penny-shape cracks $C_c = 0$ and then substituting (13), (14) into (12) yields:

$$C_{mt}^N = C_s \left(1 + \frac{8}{3}\epsilon\right)^{-1} \quad ; \quad C_{mt}^T = C_s$$

For the case of random orientation distribution of the crack, the conductivity of the whole domain is isotropic:

$$C_{mt} = \frac{C_{mt}^N + 2C_{mt}^T}{3} = \frac{C_s}{3} \left(2 + \left(1 + \frac{8}{3}\epsilon\right)^{-1}\right)$$

The effective conductivity of fractured media can be now estimated for both parallel and random orientation distribution of cracks, by employing (15) and (16). These results account
for the interaction between the cracks but they are limited to the case of non-conducting cracks. More importantly, these solutions do not account for the spatial distribution of the cracks (see Castañeda and Willis, 1995; Bornert et al., 1996).

To take into consideration the spatial distribution of the cracks, the results obtained by Gruescu et al. (2007), an extension of the study of Castañeda and Willis (1995), for thermal conductivity $C_{cw}$ of a system of matrix and spheroidal inclusions are considered. A spheroidal distribution of the inclusions was supposed (Fig. 5b).

$$C_{cw}^N = C_m + f_i T_i^N \left( 1 - f_i T_i^N \frac{1 - \frac{\pi}{2} X_d}{C_m} \right)^{-1}$$

$$C_{cw}^T = C_m + f_i T_i^T \left( 1 - f_i T_i^T \frac{\frac{\pi}{4} X_d}{C_m} \right)^{-1}$$

with

$$T_i^N = \left( \frac{1}{C_i - C_m} + \frac{1 - \frac{\pi}{2} X}{C_m} \right)^{-1} ; T_i^T = \left( \frac{1}{C_i - C_m} + \frac{\frac{\pi}{4} X}{C_m} \right)^{-1}$$

where $C_m$ and $C_i$ are the conductivity of the matrix and of the inclusions respectively, $f_i$ is the volume fraction of the inclusions, $X_d$ is the aspect ratio of the distribution which equal to the aspect ratio of the MRP (Fig. 6b) (Castañeda and Willis, 1995). A parameter $X_d = 1$ corresponds to a spherical distribution (Fig. 5a) and a parameter $X_d \to 0$ corresponds to a aligned distribution.
Applying eq. (17) for the case of inclusions are non-conducting cracks: $C_t = C_c = 0$ and $C_m = C_s$:

$$C_{wc}^N = C_s - \frac{8C_s}{3} \epsilon \left(1 + \frac{8}{3} \epsilon \left(1 - \frac{\pi}{2} X_d\right)\right)^{-1}$$  \hspace{1cm} (19)

$$C_{wc}^T = C_s$$

For the case of random orientation distribution of the crack:

$$C_{cw} = \frac{C_{cw}^N + 2C_{cw}^T}{3} = C_s - \frac{8C_s}{9} \epsilon \left(1 + \frac{8}{3} \epsilon \left(1 - \frac{\pi}{2} X_d\right)\right)^{-1}$$  \hspace{1cm} (20)

Note that, for the particular case of aligned distribution of the cracks (the cracks lay closely in the horizontal direction) $X_d \to 0$, (19) and (20) tend to (15) and (16):

$$\lim_{X_d \to 0} C_{wc}^N = C_s \left(1 - \frac{8}{3} \epsilon \left(1 + \frac{8}{3} \epsilon \right)^{-1}\right) = C_s \left(1 + \frac{8}{3} \epsilon \right)^{-1}$$  \hspace{1cm} (21)

Analytical formulations (19) and (20) appear to be powerful to evaluate effective properties of fractured materials. However they are limited to non-conducting penny-shape cracks. In the next section, a numerical pattern-based approach will be proposed to deal with both the spatial distribution and the conductivity of the cracks.

3.2. **Numerical pattern-based method**
PBM is developed to simulate heat flow and effective thermal conductivity of micro-cracked media. This method considers a MRP that, as described by Bornert et al. (1996), is a sub-domain containing a single crack that represents the microstructure of the whole domain (see Fig. 6b). In the numerical simulation, an equivalent domain formed by the MRP surrounded by an infinite matrix solid is considered (Nguyen and Dormieux, 2014) (Fig. 6c). The temperature boundary condition applied on the equivalent domain is: \( \forall z \to \infty: T_o = \nabla T_o \cdot z \). To account for the interaction between the cracks, the equivalent temperature gradient \( \nabla T_o \) is chosen to ensure that the average temperature of the MRP is equal to the macroscopic temperature gradient applied on the initial medium that was noted by \( \nabla T \) (see Mori and Tanaka, 1973). The numerical simulation of the equivalent problem is similar to the problem presented in the section 2. By using the FEM code Cast3M, the temperature and the heat flux field in the whole equivalent domain can be obtained.

\[
\forall z \to \infty: T = \nabla T \cdot z
\]

\[
\forall z \to \infty: T_o = \nabla T_o \cdot z
\]

Initial medium

MRP

Equivalent medium

Figure 6: MRP (b) of a fractured medium (a) and its equivalent medium for numerical simulation (c).

The macroscopic heat flux is calculated by taking the average over the MRP inside the equivalent domain.
Then the effective conductivity is calculated, for the case of parallel cracks, by:

\[ F = \frac{1}{V_{MRP}} \int f \, dV \]  \hfill (22)

and for random orientation distribution of cracks by:

\[ C^N = \frac{F_3}{V T_3}; C^T = C_s \]  \hfill (23)

\[ C = \frac{C^N + 2C^T}{3} \]  \hfill (24)

Fig. 7 shows a comparison between the numerical simulation obtained by current method and the analytical solutions derived in previous section, for the case of parallel non-conducting cracks. A perfect fit between the numerical approach and the analytical approach (eq. (19)) can be observed. It is to note that both approaches consider the spatial distribution of the cracks. Two distribution was considered: \( X_d = 0.1 \) and \( X_d = 0.05 \). The numerical results also show that, as presented in eq. (21), when \( X_d \) tends to zero the conductivity tends to that obtained by the Mori-Tanaka method (eq. (15)).

Figure 7: Comparison between the numerical PBM and the analytical homogenization-based approach.
Note that, differently from the analytical solutions, the numerical method also allows the simulation of the effective conductivity media containing conducting cracks. Fig. 8 shows the effect of the crack conductivity on the overall conductivity of the medium. The simulation suggests that, for $C_e/C_s \geq 0.1$, the effect of cracks on the overall conductivity of the fractured media is weak.

![Figure 8: Effect of crack conductivity and crack density on overall conductivity of fractured media: numerical simulations.]

4. Conclusions

Firstly, heat flow across a single crack is analyzed by both analytical and numerical methods. A closed-form solution is derived for the temperature jump across a single non-conducting crack under homogeneous gradient far-field boundary condition. This analytical formulation is then validated by the FEM simulation. The effect of crack conductivity on the temperature discontinuity is also analyzed by the numerical method. It is shown that for crack of high conductivity (for example water saturated crack), the temperature jump across the crack can be negligible and the crack affects weakly the heat flow through the whole medium.

Secondly, the basic result of heat flow across a single crack is extended for the case of multiple cracks. Homogenization-based analytical approaches and PBM are employed to
simulate effective thermal conductivity of fractured materials. Both isotropic and transversely isotropic (parallel cracks) cases are considered. The spatial distribution of the cracks is also taken into account in the analytical and numerical methods. In the particular case of non-conducting crack, the numerical and analytical methods fit perfectly together. When the distribution of the crack is aligned, both approaches tend to the analytical solution developed based on the Mori-Tanaka scheme.

The numerical PBM allows also the simulation of the effect of the crack conductivity on the overall conductivity of the fractured media. It is demonstrated that, for cracks with conductivity equal to of about 10% of the conductivity of the surrounding solid matrix (for example water saturated rocks), the effect of the cracks system on the overall conductivity of the fractured media can be negligible.
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